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Series Foreword 

We are pleased to present this book as the eighth volume in the series 
Current Studies in Linguistics. 

As we have defined it, the series will offer book-length studies in 
linguistics and neighboring fields that further the exploration of 
man's ability to manipulate symbols. It will pursue the same editorial 
goals as its companion journal, Linguistic Inquiry, and will complement 
it by providing a format for in-depth studies beyond the scope of the 
professional article. 

By publishing such studies, we hope the series will answer the need 
for intensive and detailed research that sheds new light on current 
theoretical issues and provides a new dimension for their resolution. 
Toward this end it will present books dealing with the widest range of 
languages and addressing the widest range of theoretical topics. 
From time to time and with the same ends in view, the series will 
include collections of significant articles covering single and selected 
subject areas and works primarily for use as textbooks. 

Like Linguistic Inquiry, Current Studies in Linguistics will seek to 
present work of theoretical interest and excellence. 

Samuel Jay Keyser 





Preface 

The need to write this book arose out of work I was doing during the 
mid seventies on the generalization of grammatical and lexical form 
over various semantic fields of verbs and prepositions. As the great 
scope of these generalizations gradually became evident, it dawned 
on me to ask why they should exist. Surely, I thought, there is no 
reason intrinsic to grammar that explains why the verb "keep," for 
instance, can express maintenance of position ("keep the book on the 
shelf"), continued possession ("keep the book"), maintenance of a 
property ("keep Bill angry"), and coercion ("keep Bill working"). 
Lacking a grammatical explanation, the only alternative I could imag­
ine was that such generalizations arise from the structure of the con­
cepts the lexical and grammatical systems express. If my guess was 
correct, then, this sort of analysis yielded a striking approach to the 
age-old dream of using linguistic structure to uncover the nature of 
thought. 

But I found myself frustrated at every turn in trying to incorporate 
my findings into existing theories of semantics. There simply was 
nothing in the frameworks I had encountered that accorded any 
significant force to my form of argumentation. In fact, some conclu­
sions that followed rather naturally from my work ran directly against 
received practice in formal logic. So I began to explore the unstated 
intuitions behind my arguments, hoping to find where I diverged 
from other frameworks. 

This book represents the fruits of that exploration, emphasizing 
the role of semantics as a bridge between the theory of language and 
the theories of other cognitive capacities such as visual perception 
and motor control. From this view of semantics follow a number of 
important consequences. First, the notion of "individual," often 
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taken to be a logical primitive, is cognitively complex; moreover, the 
kinds of individuals that must be countenanced by semantic and cog­
nitive theory include not only objects but also such entities as places, 
paths, events, actions, and amounts (chapter 3). Second, in order to 
express adequately the relationships among these entities, a formal 
syntax of concepts must be established that is in some ways much 
richer and in some ways much more constrained than standard logic. 
Chapter 4 presents the essentials of such a system. Chapters 5 and 6, 
the heart of the book, explore the fundamental cognitive process of 
categorization. These chapters demonstrate that, once a theory of cog­
nition has sufficient formal power to account for nonlinguistic cate­
gorization, it also can account for linguistic inference, the domain of 
traditional semantic theory. This means that there is no justification 
for a "semantic" capacity independent of cognition; it also means that 
when we are studying semantics of natural language, we are by ne­
cessity studying the structure of thought. 

In the course of chapters 3 to 6, several arguments develop con­
cerning the nature of word meanings. In particular, it is shown that 
none of the three most popular alternatives in the literature-sys­
tems of necessary and sufficien_t conditions, prototype templates, and 
meaning postulate systems (or their variant, associative networks)­
adequately accounts for the role of lexical items in categorization. 
Chapters 7 and 8 amplify these arguments and develop a more satis­
factory theory of lexical decomposition. This theory crucially involves 
the notion of a preference rule system, a computational mechanism that 
has appeared implicitly in the psychological literature for over half a 
century but has not previously been recognized, except by the Gestalt 
theorists, as a pervasive characteristic of natural computation. 

Perhaps the most fundamental consequence of the approach 
adopted here is that the standard notions of truth and reference play 
no significant role in natural language semantics (chapter 2). Though 
this is likely to be the most controversial aspect of the book, and 
probably deserves a book of its own, I think that the alternative view 
of reference developed here is amply supported by the psychological 
literature and by the way it overcomes some of the more important 
impasses of contemporary semantic theory. 

The end product of the investigation is a psychologically plausible 
formal framework in which to study both meaning in natural lan­
guage and the structure of concepts. The potential applications of 
this framework to psychological concerns are numerous. For in-
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stance, the study of perception can be enriched by a more thorough 
understanding of the conceptual information that the perceptual 
systems must deliver. Similarly, a formal theory of concepts may pro­
vide a way of stating more explicitly certain problems of conceptual 
development; for example, when a child comes to achieve "object 
constancy" in a certain experimental situation, it should be possible to 
ask what formal properties (if any) have changed in his conceptual 
system. 

The applications I discuss here, however, are to the problems of 
linguistic semantics that motivated this study in the first place. Two of 
these- the analysis of expressions of spatial position and motion 
(chapter 9) and the generalization of this analysis to other semantic 
fields (chapter 10)- have received only sporadic attention in the lit­
erature. The third (chapter 11) involves the venerable problem of 
belief-contexts, for which I develop a solution radically different 
from and considerably more general than traditional approaches. 
Each of these areas has deep consequences for the nature of lan­
guage and cognition alike; I have therefore tried to present them in a 
fashion accessible to nonspecialists. 

In the course of working out this material, I have incurred many 
intellectual debts, which it is now my pleasure to acknowledge. I have 
benefited greatly from conversations with numerous students and 
colleagues; among the most prominent in my mind are Dick Carter, 
Len Talmy, Jane Grimshaw, Janet Fodor, George Miller, John Gold­
smith, Erich Woisetschlaeger, Sparky Jackendoff, and particularly 
John Macnamara. Dick Oehrle, Fred Lerdahl, Georges Rey, and 
Noam Chomsky provided detailed comments on earlier versions of 
the manuscript, helping me smooth over many rocky areas. 

I have presented many incarnations of this work at colloquia and 
conferences, and I have profited from everyone's comments and 
questions. Most valuable to me were the opportunities to develop the 
material at length: courses at Brandeis University in spring 1980 and 
fall 1981; a lecture series at McGill University in summer 1977, ar­
ranged by Glyne Piggott; a course at the 1980 LSA Linguistic Insti­
tute, organized by Garland Bills; a lecture series at Sophia University, 
Tokyo, in fall 1980, at the most gracious invitation of Felix Lobo and 
Akira Ota; and a mini-course at the University of Ottawa in winter 
1982, arranged by Shalom Lappin. 

For a number of years, Jim Lackner and I have taught a course 
together called "Language and Mind ." Through Jim's part of the 
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course, I came to appreciate the importance of abstractness, creativ­
ity, and innateness in cognitive capacities other than language, par-
ticularly in the neglected but crucial area of motor control. · 

Concurrently with the writing of the present book, Fred Lerdahl 
and I were working on our Generative Theory of Tonal Music. While I 
don't recommend to anyone the experience of writing two major 
books at once, these two works have had a salutary mutual influence. 
This will be most noticeable here in my occasional references to 
problems of musical cognition and musical performance, and most 
crucially in the motivation of preference rule systems in chapter 8. 
But the music theory also had the effect of forcing me to think about 
nonlinguistic generative theories, and of prompting me to learn 
more about vision. Thus many aspects of this book are indirectly due 
to Fred, without whom the music theory could not have come to pass. 

If there is any one person responsible for the intellectual climate in 
which this book could develop, it is of course Noam Chomsky. To 
him is due the mentalistic viewpoint of this work, as well as two fun­
damental arguments: from creativity to the need for rule systems, 
and from poverty of the stimulus to innateness. (I was once told that 
my views on sense and reference push Chomsky's approach to its 
logical extreme. I took this as a deep compliment, even if it was in­
tended as quite the opposite.) In addition, Chomsky's notion of 
polycategorial (X-Bar) syntax, introduced in "Remarks on Nominal­
ization," provides the inspiration and motivation for the polycatego­
rial semantics developed here in chapter 4. 

My ideas on conceptual structure were sharpened by Jerry Fodor's 
The Language of Thought, George Miller and Philip Johnson-Laird's 
Language and Perception, and John Macnamara's unpublished paper 
"How Can We Talk about What We See?" Jeffrey Gruber's Studies in 
Lexical Relations is the source of much of the theory of thematic rela­
tions presented in chapters 9 and 10. My views on nonverbal cogni­
tion and its relation to semantics were stimulated by Macnamara's 
Names for Things, Wolfgang Kohler's The Mentality of Apes, Michael 
Polanyi's Personal Knowledge, and Frederick Perls's Ego, Hunger, and 
Aggression. Robert Pirsig's Zen and the Art of Motorcycle Maintenance had 
something to do with it too. 

For a work like this, at the intersection of linguistics, psychology, 
philosophy, and computer science, a full mastery of the relevant lit­
erature is far beyond someone with my lifestyle. If I had tried to read 
everything I should have, the book would never have been finished. 
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Nevertheless, while my biases as a linguist inevitably show through, I 
believe I have avoided parochialism more than most of my prede­
cessors. To all those who, through haste, oversight, or ignorance, I 
have still failed to insult adequately, my apologies. 

I was granted the unusual favor of three semesters' leave from 
Brandeis by Jack Goldstein, then dean of faculty, permitting me the 
luxury of educating myself in psychology while drafting much of this 
and the music book. The National Endowment for the Humanities 
made the leave financially possible through a Fellowship for Inde­
pendent Study and Research. The completion of the book was sup­
ported in part by Grant IST-8120403 from the National Science 
Foundation. 

Elise, Amy, and Beth are what give life meaning beyond just read­
ing another book, giving another talk, or writing another paper. Elise 
has never known me without this book on my mind. I hope now I can 
give her a real vacation. 

Throughout the past eighteen years, Morris Halle has been an in­
spiration to me as a devoted and lucid master of his craft. I flatter 
myself to think that some of his way of approaching linguistics has 
rubbed off on me. More than anyone else, Morris has constantly en­
couraged me to ask the right questions and to pursue them regard­
less of currently reigning intellectual fashion. I would like to dedicate 
this book to him in gratitude. 





Part I 
BASIC ISSUES 





Chapter 1 
Semantic Structure and 
Conceptual Structure 

1.1 Ideology 

This book is intended to be read from two complementary perspec­
tives. From the point of view of linguistics and linguistic philosophy, 
the question is: What is the nature of meaning in human language, 
such that we can talk about what we perceive and what we do? From 
the point of view of psychology, the question is: What does the 
grammatical structure of natural language reveal about the nature of 
perception and cognition? 

My thesis is that these two questions are inseparable: to study 
semantics of natural language is to study cognitive psychology. I will 
show that, viewed properly, the grammatical structure of natural lan­
guage offers an important new source of evidence for the theory of 
cognition. 

While the idea that language mirrors thought is of great antiquity, 
current philosophical practice does not on the whole encourage us to 
explore it. The tradition of semantics in which most of us were edu­
cated traces its roots back to mathematical logic-Frege, Russell, and 
Tarski, after all, were primarily interested in mathematics. As a re­
sult, this tradition shows little interest in psychological foundations of 
language, nor much concern with finding a particularly enlightening 
relationship between semantics and grammatical structure. The bur­
den of this book is that psychological and grammatical evidence must 

be brought to bear on the issues of semantics addressed by traditional 
linguistic philosophy, and that this evidence leads to a theory of 
semantics considerably richer in both formal and substantive respects 
than standard logical approaches . 
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This chapter will place the investigation in the context of psycho­
logical and linguistic theory, and frame the goals of the inquiry in 
terms more conducive to a formal approach. 

1.2 Modes of Description in Psychology 

To clarify the sense in which I understand this study to be a contribu­
tion to cognitive psychology, I must distinguish five broad modes of 
description available to psychological theory: phenomenology, physi­
ology, functional architecture, process, and structure. 

Phenomenology deals with the character of experience. Most of 
modern psychology has of course been motivated by an attempt to 
go beyond this mode of description. Except in radical behaviorist 
circles, though, it still remains an important goal of psychological 
theory to explain why things seem to us as they do. At the same time, 
this mode of description is crucially involved in the production of 
data: where would we be without subjects' saying things like "I see it 
now," "They look the same," "It's ungrammatical," and the like, or 
responding to such judgments by pushing a button? On the other 
hand, phenomenological description provides us with no theory 
about how we can talk about what we see, for example. From the 
introspective point of view, we just do it, virtually without effort. 

At the other end of the spectrum is physiologi,cal description, which 
deals with brain structure and function as such. A great deal is known 
about overall functional localization in the brain and about details of 
various small areas, but this mode of description is at present of little 
help in answering the question of how we talk about what we see. For 
example, we haven't the slightest idea how speech sounds are en­
coded neurally- only that Broca's area has something to do with it. 
(In this respect the theory of language is much worse off than the 
theory of vision, some low-level aspects of which have received fairly 
detailed physiological description.) 

In trying to explain the relation between brain states and experi­
ence, much of traditional cognitive psychology (for instance, Neisser 
(1967)) abstracts away from the brain as a physical structure and 
couches its descriptions in terms of what might be called functional 
architecture: the kinds of information-processing facilities that must be 
available to account for the organism's functioning as it does. In an­
swering how we talk about what we see, this mode of description 
might speak of information flow from iconic to short-term visual 
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memory, thence to propositional memory, and so on. Much impor­
tant work has been done within this paradigm on memory capacities, 
processing times, interference effects, rates of learning, and so forth. 
But these results are not very helpful with specific questions such as: 
How does one decide to say that this thing is a dog and that one is 
Uncle Harry? That is, specifying certain capacities for processing in­
formation is not the same as specifying what the information is. 

The process and structure modes of description are more explicit 
about treating the brain as an information processor. They attempt to 
identify not just the conduits for encoding and transferring informa­
tion, but also the formal properties of mental information and of the 
processes it undergoes. In response to the question of how we talk 
about what we see, a description in structure mode will present for­
mal characterizations of visual information, of linguistic information, 
and of the relationships between the two. A description in the process 
mode will add to this a characterization of the algorithms involved in 
computing such information in real time. 1 

These five modes of description are not mutually exclusive, nor are 
the distinctions among them hard and fast. Clearly a full theory of 
mind will require descriptions in all five modes, relating information 
structure, algorithms, and processing capacities to each other and 
especially to brain states and to experience. On the other hand, cur­
rent practice has shown that one can usefully operate in any of the 
modes with a certain degree of independence from the others. In 
fact, a premature demand for unification (such as the Gestalt theo­
rists' attempts to identify their principles of perceptual organization 
with electrical field phenomena in the brain) can have the effect of 
stultifying research. 

Let me concentrate on the distinction between structure and pro­
cess modes, for here lies an ideological matter of some importance to 
the present work. The distinction has appeared most clearly in theo­
ries of language. Linguistics is the study of grammatical structure­
what Chomsky ( 1965) calls linguistic competence. Psycholinguistics is the 
study of the strategies employed in processing grammatical structure 
in real time-linguistic performance. Obviously these two inquiries 
have a mutual influence. On the one hand, a theory of language 
processing presupposes a theory of linguistic structure; on the other 
hand, one crucial test of a theory of linguistic structure is whether it 
can be integrated into a theory of processing. Moreover, many phe­
nomena are amenable to either structural or processing description, 
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and it is often an interesting question how to divide up the power of 
the theory between the two domains. 2 

In practice, though, the direction of influence in the theory of lan­
guage has always been predominantly from linguistics to psycholin­
guistics. The most interesting work in psycholinguistics has been that 
stimulated by and dependent on theories of linguistic structure, 
whereas much important work in grammatical theory makes virtually 
no use of psycholinguistic evidence. This may be simply a function of 
our present depth of understanding in the two modes of description: 
syntactic and phonological theory nowadays typically investigate phe­
nomena far more complex and subtle than we know how to study 
experimentally. On the other hand, this direction of influence is to a 
certain extent inherent in the nature of the problem: without a the­
ory of structure, we cannot know what a theory of process has to 
explain. 

An illustration from recent phonological theory may make this 
point clearer. Liberman and Prince ( 1977) argue, and it has been 
widely accepted, that phonological representation is not just a string 
of speech sounds analyzed into distinctive features, but a hierarchical 
metrical structure quite distinct from the familiar syntactic trees. If this 
is the case, it has drastic consequences for the theory of phonetic 
perception, since the end product of processing must now be a tree 
rather than a string. Liberman and Prince's theory is motivated solely 
on structural grounds such as stress placement in English; in fact, it is 
hard to imagine how our present understanding of phonological 
processing could be brought to bear in any detail on the correctness 
of the proposal. 

This example is not yet widely known, and it has not had the effect 
it should eventually have on the theory of processing. But I could 
equally well cite the impact of generative syntax on psycholinguistics 
in the 1960s: a major change in the nature of processing theories 
stemmed from a new theory oflinguistic structure (see Fodor, Bever, 
and Garrett (1974, especially pp. 22lff.)). 

All this discussion is in justification of my methodological decision 
to pursue a theory of cognition primarily in the structure mode, 
contrary to most current practice in psychology and computer sci­
ence. In attempting to investigate how we talk about what we see, I 
will develop a theory of conceptual structure-the information shared 
by visual and linguistic modalities-without much concern about 
how this information is computed, what resources are available for 
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computing and storing it, or how neurons manage to encode it. I 
believe that a strong theory of information structure is vital to the 
construction of theories in the other modes of description. 

The utility of such a theory is explicitly disputed by Kintsch ( 197 4), 
who disparages the notion of linguistic competence and announces 
his intention to develop a theory of language that integrates structure 
and process. Nevertheless, before turning to processing, Kintsch 
devotes a chapter to presenting a theory of linguistic structure, based 
rather uncritically on Fillmore's (1968) case grammar. Similar chap­
ters appear in Anderson and Bower (1973) and Anderson (1976); 
and most work on processing in semantic memory begins by stating a 
theory of semantic structure (see Smith (1978)). In other words, de­
scription in the structure mode is indispensable to psychological 
theory, but concern with processing considerations has obscured its 
importance, and very little attempt has been made to justify such de­
scriptions on language-internal grounds. From a psychologist's point 
of view, then, the present work may be seen as an attempt to state the 
purely structural constraints on a theory of cognition, leaving it to 
others to work out the consequences for processing. 

Keeping processing and physiological considerations in the back­
ground is of course not the same as disregarding them altogether. In 
particular, one must always remember that a theory of mental infor­
mation structure must eventually be instantiated in a brain. This 
imposes two important boundary conditions on the theory: (1) the 
resources for storing information are finite; (2) the information must 
somehow get into the mind, whether through perception, learning, 
or genetic structure. We will make frequent use of these constraints; 
it is surprising how rich their consequences can be. 

1.3 Semantics in Generative Linguistic Theory 

Having briefly discussed how the goals of this work relate to tradi­
tional concerns of philosophy and psychology, I want to touch base 
with the discipline out of which this work grew most directly-gen­
erative linguistics. 

The goal of generative linguistic theory is a description, in struc­
ture mode, of what a human being knows (largely unconsciously) that 
enables him to speak a natural language. This knowledge is described 
in terms of a grammar, a finite set of formal principles that collectively 
describe the infinite set of structures that a speaker judges to be sen-
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tences of the language. In order to explain how children manage ·to 
learn a particular language rather rapidly from rather fragmentary 
evidence, it is of great importance to extract from grammars of par­
ticular languages a theory of universal grammar, that aspect of linguis­
tic competence which is due to the human genetic endowment and 
which therefore need not be learned. It is in principle desirable to 
maximize the contribution of universal grammar, since one can then 
claim that the choices a language learner has to make are rela­
tively limited. On the other hand, of course, the choices left to the 
language learner must be sufficient to differentiate all known human 
languages. 3 

It would be wonderful if we could further divide universal gram­
mar into aspects specialized for language and aspects used in com­
mon with other cognitive capacities. 4 At present, however, we know 
so little about other capacities (not to mention universal grammar) 
that such a division seems premature. As Chomsky (1975) puts it, to 
attempt to reduce all mental functions to general principles, without 
understanding them individually to some extent, would be like trying 
to reduce all physiological functions to general principles without 
first knowing what the heart does, what the liver does, what the eyes 
do, and so forth. 5 

Since the appearance of Katz and Fodor's paper "The Structure of 
a Semantic Theory" (1963), it has been accepted that part of the goal 
of describing linguistic knowledge is to describe the mapping be­
tween surface form and meaning. The problem of incorporating an 
account of meaning into linguistic theory can be separated into two 
major issues: (1) What sort of formal object is a meaning? (2) How are 
meanings related to syntactic form? 

Katz and Fodor proposed that meanings are expressed by a formal 
level of linguistic description, distinct from syntactic structure, called 
semantic representation, here to be called semantic structure. This level of 
linguistic structure is related to syntactic structure by a set of rules 
which Katz and Fodor called projection rules, and which will be called 
here correspondence rules. Although it is often assumed that the cor­
respondence rules are the only determinant of semantic form, it 
makes sense to posit an additional rule component that characterizes 
those aspects of semantic structure that are independent of syntactic 
structure: at the very least, the inventory of semantic primitives and 
the principles for combining them. We will call this rule component 
the semantic wellformedness rules (WFRs). 

")'- ' I 
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With this conception of semantic theory, the overall structure of a 
grammar can be represented roughly as in (1.1). (Rectangles repre­
sent rule components and stored lexical information; ellipses rep­
resent types of structure creatively generated by or affected by rule 
systems.) 6 

(1.1) 

syntactic WFRs 

phonology 

lexicon 

correspondence 
rules 

semantic WFRs 

The syntactic well-formedness rules include phrase structure rules, 
transformations, and any further syntactic rules such as output con­
straints. The lexicon includes a list of the words in the language with 
their syntactic, semantic, and phonological properties, plus rules of 
word formation that both account for morphological and semantic 
relationships among lexical items and allow for creation of new lexi­
cal items (cf. Halle (1973), Aronoff (1976), Jackendoff (1975a)). The 
syntactic well-formedness rules and the lexicon together determine a 
set of syntactic structures, where each member of this set is to be 
thought of as a complete derivation from underlying (deep) structure 
to surface structure. The phonological component, which maps syn­
tactic structures into phonetic representations, needs no comment 
here; the semantic well-formedness rules and correspondence rules 
are as discussed above. 

In terms of this theory, the question of what meanings are like can 
be rephrased as the question: What are the semantic well-formedness 
rules like? The question of how meaning is related to syntax can be 
rephrased as: What are the correspondence rules like? Within the 
purview of the first question lies research on the structure of word 
meanings, on the type of quantification necessary to express sen­
tences of English, on the nature of presupposition, and so forth. 
Within the purview of the second lie such issues as what level of 
syntactic derivation is most directly related to semantic structure, 
whether there are levels of representation intermediate between syn-
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tactic and semantic structure, and, most crucially, how syntactic 
structure makes it possible to construct a meaning for a sentence 
from the meanings of its words. 

Among generative linguists, the most hotly contested of these is­
sues has been how the correspondence rules apply to the syntactic 
derivation. In one current of thought, including the original Katz­
F odor theory and now Montague grammar (Partee (1975)), the cor­
respondence rules compose semantic structure on the basis of the 
application of rules in a syntactic derivation: for each syntactic rule 
application, there is a corresponding semantic rule application. Thus 
rules of syntactic and semantic composition stand in a one-to-one re­
lationship. 

The predominant view, however, has been that the correspon­
dence rules apply to particular levels of syntactic derivation. In the 
"standard theory" of Katz and Postal ( 1964) and Chomsky (1965), the 
correspondence rules compose semantic structure from the infor­
mation present in underlying ( deep) structure. 7 Various inadequacies 
of the standard theory led to two divergent schools of thought: gen­
erative semantics (see note 6) and the "extended standard theory" 
developed by Chomsky (1972), Jackendoff (1972), and others. The 
extended standard theory posited that the correspondence rules can 
be differentiated into discrete types, each of which concerns a par­
ticular aspect of semantic structure. Some of these types of rules read 
their information off of deep structure, and some off of surface 
structure. In more recent work, such as Chomsky's (1975, 1980, 
1981) "revised extended standard theory" and Bresnan's ( 1978, 
1982) "lexical-functional theory," there remains the differentiation of 
correspondence rules into types, but all types apply to surface struc­
ture. In each case, revision of the theory has been motivated by the 
desire to constrain the possible variation among particular grammars, 
so as to limit the choices the language learner must make. 

In the present work I will not be concerned with this particular 
issue, since, for most of the syntactic phenomena to be discussed, the 
syntactic input to the correspondence rules will be essentially the 
same at all levels of syntactic derivation. For convenience, I will 
assume some version of the extended standard theory and its 
derivatives. 
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1.4 Constraints on Semantic Theory 

A number of requirements on semantic theory have been widely as­
sumed in the literature. This section will mention four; the next two 
sections will add two more constraints which have been generally less 
prominent but which I take to be of utmost importance. 

Expressiveness: A theory of semantic structure must be observation­
ally adequate; it must be able to express all the semantic distinctions 
made by a natural language. In practice, of course, no theory can be 
tested on all possible sentences, but everyone assumes that some 
significant fragment of the language must be accounted for. 

Universality: In order to account for the fact that languages are 
(largely) intertranslatable, the stock of semantic structures available 
to be used by particular languages must be universal. Where literal 
translation of a sentence of one language into another is possible, the 
two sentences must share a semantic structure. On the other hand, 
this does not mean that every language is necessarily capable of ex­
pressing every meaning, for a language may be limited by its lexicon, 
grammatical structure, or correspondence rules. 

Compositionality: A semantic theory must provide a principled way 
for the meanings of the parts of a sentence to be combined into the 
meaning of the whole sentence. This requirement may be taken more 
or less strongly, depending on whether or not one requires each 
constituent (as well as each word) of a sentence to be provided with 
an independent interpretation. Russell (1905), for example, espouses 
a very weak form of compositionality in which noun phrases do not 
receive unified interpretations: "The phrase ['the author of Waver­
ley'] per se has no meaning, because in any proposition in which it 
occurs the proposition, fully expressed, does not contain the phrase, 
which has been broken up." Montague grammar, by contrast, re­
quires every constituent to receive a well-formed interpretation. 
Chapter 4 will present a position intermediate between these, though 
much closer to the strong form. 

Semantic Properties: Semantic theory should be able to account for­
mally for so-called "semantic properties" of utterances, such as syn­
onymy, anomaly, analyticity, and presupposition. In particular, the 
notion of "valid inference" must be explicated. 

I should also mention a constraint I wish not to adopt. In artificial 
intelligence circles it is commonly taken as a requirement on a theory 
that it be expressible as a computer program, preferably a running 
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one. Two sorts of justifications are usually given . The first is meth­
odological: the need to write a fully specified program is seen as a way 
of keeping the theorist honest. In my experience, though, there are 
always aspects of one's theory that one hasn't any idea how to for­
malize, whose formalization is not germane to understanding the 
matters at hand, but whose effects are excluded from the analysis at 
one's peril (section 8.3 discusses one such case) . I think it is altogether 
legitimate to offer a promissory note in such a situation; but a com­
puter requires instead a trick that evades the problem. I don't want to 
waste my time with tricks, and I trust my colleagues to keep me 
honest. 

The other justification of computer modeling is a formal one: it is 
frequently said that anything describable can be computed by a Tu­
ring machine and hence can be computer simulated. This argument 
is often reinforced by citing the McCulloch-Pitts (1943) proof that a 
neural network consisting of "all-or-none" neurons has a computa­
tional capacity within that of a Turing machine. Hence the brain can 
be thought of as a kind of computer. 

The trouble with this argument as justification of computer mod­
eling is that the character of mental computation is not just a matter 
of computing power. Rather, it depends heavily on the particular 
specialized structures that have evolved to perform different sorts of 
computations- and these may not be especially congenial to pres­
ently available computer technology. For a blatant example, it ap­
pears that the brain achieves its speed largely through massive 
amounts of interactive parallel processing, a kind of computation 
difficult (if not impossible) to simulate in real time with contemporary 
hardware.8 Moreover, the McCulloch-Pitts result depends on the 
idealization to neurons with discrete (i.e., digital) states. If the infor­
mation conveyed by neurons has any nondiscrete properties- say, if 
rate or pattern of firing is significant, as I am led to believe-the 
argument loses some weight. At various points in this book we will 
encounter response patterns of a continuously graded character. 
These can of course be simulated digitally, but perhaps it is worth 
asking whether to do so misses the point. For reasons like these, to set 
programmability as a criterion on a theory may well unwittingly bias 
research in a totally misguided direction. 

By these remarks, I do not mean to reject computer modeling al­
together. It certainly plays an important role in research. I submit, 
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though, that it is hardly the sine qua non of cognitive theory that it is 
sometimes claimed to be. 

1.5 The Grammatical Constraint 

Important though the criteria of expressiveness, universality, com­
positionality, and semantic properties are, they do not bear directly 
on how the syntactic form of language reflects the nature of thought. 
In order to address this issue, two further criteria on semantic theory 
are necessary, which I will call the Grammatical Constraint and the Cog­
nitive Constraint. 

The Grammatical Constraint says that one should prefer a semantic 
theory that explains otherwise arbitrary generalizations about the 
syntax and the lexicon. As one motivation for this constraint, con­
sider the task of the language learner, who must learn the mapping 
between syntactic form and meaning. It appears that the language 
learner cannot acquire the syntax of a language without making use 
of the correspondence rules: he must be independently guessing the 
meaning of utterances from context and putting it to use in deter­
mining syntax. In fact, under certain assumptions about the nature of 
syntax, Wexler, Hamburger, and Culicover have proven that syntax is 
formally unlearnable unless the learner makes use of information 
from the underlying structure of sentences, which they take to be 
derivable from the meaning (see Wexler and Hamburger (1973), 
Wexler and Culicover (1980)). Reinforcing this, result, Macnamara 
(1982), Gleitman and Wanner (1982), and Grimshaw (1981) show the 
fundamental importance of innate aspects of meaning in the very 
early stages of language acquisition, and how they help shape the 
development of syntax. Similarly, Miller ( 1978) points out the ad­
vantage of formal relations among apparently distinct readings of a 
polysemous word, since these would make it easier for the language 
learner to acquire one reading, given another. From a different 
angle, one of the major points of Jackendoff (1972) is that many ap­
parently syntactic constraints follow from semantic constraints, so 
that once a language learner has learned the meaning of the con­
struction in question, the observed syntactic distribution will follow 
automatically. 

The force of the Grammatical Constraint is addressed by Fodor's 
(1975, 156) speculation that 
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the resources of the inner code are rather directly represented in the 
resources of the codes we use for communication. [If true, this] goes 
some way toward explaining why natural languages are so easy to 
learn and why sentences are so easy to understand: The languages we 
are able to learn are not so very different from the language we in­
nately know, and the sentences we are able to understand are not so 
very different from the formulae which internally represent them. 

Note that Fodor's suggestion goes beyond language learning to in­
clude facts about language universals. Under the reasonable hypoth­
esis that language serves the purpose of transmitting information, it 
would be perverse not to take as a working assumption that language 
is a relatively efficient and accurate encoding of the information it 
conveys. To give up this assumption is to refuse to look for system­
aticity in the relationship between syntax and semantics. A theory's 
deviations from efficient encoding must be rigorously justified, for 
what appears to be an irregular relationship between syntax and 
semantics may turn out merely to be a bad theory of one or the 
other. 9 

This is not to say that every aspect of syntax should be explainable in 
semantic terms. For instance, it is well known that the notion of 
grammatical subject cannot be reduced to expression of agent or 
topic, though the subject often does play these semantic roles. Simi­
larly, the grammatical category noun cannot be identified with any 
coherent semantic category. The point of the Grammatical Con­
straint is only to attempt to minimize the differences of syntactic and 
semantic structure, not to expect to eliminate them altogether. 

For a familiar example of a theory that violates the Grammatical 
Constraint, consider traditional quantificational logic. The sentence 
"Floyd broke a glass" translates into ( 1.2a) or, in the notation of re­
stricted quantification, (1.2b). 

(1.2) a. ::lx(glass(x) & break(Floyd, x)) 

b. ::lxg1ass<x>(break(Floyd, x)) 

In either case, the syntactic constituent "a glass" does not correspond 
to any semantic constituent; rather, its interpretation forms several 
discontinuous parts of the logical expression. In addition, the logical 
translation severely distorts the embedding relations of the sentence, 
since the existential quantifier, the outermost operator in the logical 
expression, is a semantic contribution of the indefinite article, the 
most deeply subordinate element of the sentence. (In the passage 
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quoted in the previous section, Russell ( 1905) points out this lack of 
correspondence with a certain glee; since then tradition has sanc­
tified it.) 

Naturally, there are good reasons for adopting the formalism of 
quantificational logic, having to do with solving certain aspects of the 
inference problem. Yet one could hardly expect a language learner 
to learn the complex correspondence rules required to relate quanti­
ficational formalism to surface syntax. The logician might respond by 
claiming that this aspect of the correspondence rules is universal and 
thus need not be learned. But then we could ask on a deeper level 
why language is the way it is: Why does it display the constituent 
structure and embedding relations it does, if it expresses something 
formally so different? 10 In short, the Grammatical Constraint does 
not permit us to take for granted the use of quantificational logic to 
model natural language semantics. A competing model that accounts 
for the same inferences but preserves a simpler correspondence of 
syntactic and semantic structure is to be preferred. 11 (This argument 
will be amplified in chapter 4.) 

Nor are logicians the only offenders. A sizable segment of the 
artificial intelligence community (for example, Schank (1973, 1975), 
Wilks (1973)) seeks to process natural language-to relate texts to 
semantic structures-without especially detailed reference to syn­
tactic properties of the texts. While I agree that syntactic structure 
alone is insufficient to explain human linguistic ability, and that 
human language processing is not accomplished by doing all syntactic 
analysis first, I do not agree that syntactic structure is therefore a 
trivial aspect of human linguistic capacity, merely incidental to lan­
guage processing. One reason such attempts may have seemed 
plausible is that the syntax of the texts used as examples is invariably 
rather trivial, and little attempt is made to explore the grammatical 
and lexical generality of the patterns used for analysis. That is, this 
work is concerned on the whole only with the observational adequacy 
of the system and with such descriptive adequacy as the system for­
tuitously provides; explaining linguistically significant generalizations 
is subordinate to getting the system to work, on-line. Thus the 
Grammatical Constraint is met only occasionally and by accident. 

It is my contention that the Grammatical Constraint must be im­
posed on semantic theory for semantics to be an empirically inter­
esting enterprise. Linguistic research has shown that syntax is not the 
chaotic, unprincipled mass of facts it was once thought to be; rather, 
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it is a system of remarkable complexity and subtlety. Its organization 
is not predictable in any simple way from general principles of cogni­
tion, semantics, pragmatics, communicative convenience, or ease of 
processing. In studying natural language, one ignores (or denigrates) 
syntax at the risk of losing some of the most highly structured evi­
dence we have for any cognitive capacity. It is the Grammatical Con­
straint that sanctions the attempt to extend this evidence into the 
domain of semantics. Without it, one will never even try to discover 
anything of interest in the relationship between form and meaning. 

1.6 The Cognitive Constraint and the Conceptual Structure 
Hypothesis 

The Grammatical Constraint, however, is not sufficient for construct­
ing an argument from grammatical generalization to the nature of 
thought. A further constraint is needed, one that has received atten­
tion recently through such works as Clark and Chase (1972), Fodor 
(1975), and Miller and Johnson-Laird (1976). This constraint has 
been occasionally acknowledged by linguists and in certain kinds of 
work in artificial intelligence; but it has not played a significant role in 
recent philosophical discussion or in most artificial intelligence work 
on text processing. 

I will call this constraint the Cognitive Constraint: There must be 
levels of mental representation at which information conveyed by 
language is compatible with information from other peripheral sys­
tems such as vision, nonverbal audition, smell, kinesthesia, and so 
forth. If there were no such levels, it would be impossible to use lan­
guage to report sensory input. We couldn't talk about what we see 
and hear. Likewise, there must be a level at which linguistic informa­
tion is compatible with information eventually conveyed to the motor 
system, in order to account for our ability to carry out orders and 
instructions. 

Notice that a satisfactory theory of psychology obviously requires 
interfaces between nonlinguistic modalities as well. For instance, to 
use vision to help tell it where to go, the organism must incorporate a 
visual-motor interface; to know that visual and auditory sensations 
occur simultaneously or are similarly localized, it must incorporate a 
visual-auditory interface; and so forth. 

It is reasonable to make a simplifying assumption that, if true, 
places interesting constraints on the theory of mental processing. 
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The Conceptual Structure Hypothesis 
There is a single level of mental representation, conceptual 
structure, at which linguistic, sensory, and motor information are 
compatible. 

I emphasize that there is no logical necessity for the existence of such 
a unified level- as there is for the existence of individual interfaces 
between modalities. At worst, however, the Conceptual Structure 
Hypothesis is a plausible idealization; at best, it is a strong unifying 
hypothesis about the structure of mind. 

As Fodor (1975) observes, conceptual structure must be rich 
enough in expressive power to deal with all things expressible by lan­
guage. It must also be rich enough in expressive power to deal with 
the nature of all the other modalities of experience as well - no sim­
ple matter. In order to give some formal shape to the problem, I will 
assume that the possible conceptual structures attainable by a human 
being are characterized by a finite set of conceptual wellformedness 
rules. I will further assume that these rules are universal and in­
nate - that everyone has essentially the same capacity to develop 
concepts - but that the concepts one actually develops must depend 
to some extent on experience .12 

The position that conceptual well-formedness rules are innate 
contrasts with what I take to be the strongest version of Piagetian 
developmental theory, which could be construed in the present 
framework as a claim that certain conceptual well-formedness rules, 
such as those having to do with measurement and amounts, must be 
learned. Fodor (1975) argues, to my mind convincingly, that in order 
for hypotheses about the world to be formulated, the relevant con­
ceptual dimensions must already be available to the learner. For in­
stance, one could not learn color distinctions if the mind did not 
provide a conceptual dimension in terms of which color distinctions 
could be mentally represented. It is the existence of such conceptual 
fields, not the precise distinctions within them, that must be innately 
specified by conceptual well-formedness rules. 

Where there is development in the child's conceptual ability, then, 
it must be attributed to increasing richness and interconnection of 
concepts and, more significantly, to the growth of either well-formed­
ness rules or computational capacity, over which the child and the 
environment have little control. The kind of growth I have in mind is 
akin to the growth of bones and muscles: the environment must of 
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course provide nourishment, and one can stimulate growth by exer­
cise, but these inputs hardly can be said to control the interesting 
aspects of structure. As Chomsky (1975) points out, the same nutri­
ents build bird wings and human fingers; it is the innate structure of 
the organism that determines which of these actually develops. There 
is no reason not to suppose that the same is true of the brain. 

The Cognitive Constraint, then, is a specific statement of the psy­
chological reality of linguistic information, and it serves as a link be­
tween linguistic theory and cognitive theory. Thus the two relatively 
novel constraints on semantics, the Grammatical Constraint and the 
Cognitive Constraint, serve to make semantic theory responsible to 
the facts of grammar and cognitive psychology respectively. It is just 
these two constraints which are lacking in the traditional philosoph­
ical program of research on semantics of natural language, and which 
are necessary in evaluating a theory that purports to use linguistic 
evidence to study the nature of thought. 

We can understand why the Grammatical Constraint played little 
or no role in semantics in the days of Frege and Russell, when so 
much less was known about grammar than now. Today it is harder to 
condone a semantic theory that lacks proper attention to syntax. 
Similarly, it is perhaps excusable that little serious attention has been 
paid to the Cognitive Constraint, even by those who espouse a men­
talistic theory of language, because it is so difficult to see how to apply 
it usefully. Our notions of the information conveyed by nonlinguistic 
peripheral systems are if anything feebler than our understanding of 
linguistic information. But while there is little useful theory of the 
end product of visual perception, there is certainly a great deal 
of highly organized evidence available that can be brought to bear 
on such a theory, and, given the Cognitive Constraint, on semantic 
theory as well. 

1. 7 The Connection between Semantic Theory and 
Conceptual Structure 

Let us see how the Cognitive Constraint ?-nd the Conceptual Struc­
ture Hypothesis potentially affect semantic theory. There are in 
principle two ways that conceptual structure could be related to the 
linguistic system, within the overall conception of grammar laid out 
in section 1.3. First, conceptual structure could be a further level 
beyond semantic structure, related to it by a rule component, often 
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called pragmatics, that specifies the relation of linguistic meaning to 
discourse and to extralinguistic setting. This is the view of Katz and 
Fodor (1963) and Katz ( 1980), and it was more or less the view that I 
assumed injackendoff (1972). (1.3) illustrates this hypothesis. 13 

Alternatively, semantic structures could be simply a subset of con­
ceptual structures- just those conceptual structures that happen to 
be verbally expressible. This view would claim, then, that the corre­
spondence rules map directly between syntactic structure and con­
ceptual structure, and that both rules of inference and rules of 
pragmatics are mappings from conceptual structure back into con­
ceptual structure. This is the view assumed in most work on artificial 
intelligence, when it treats syntax independently at all; it is defended 
by Fodor, Fodor, and Garrett (1975) and adopted by Chomsky (1975 
and later). ( 1 .4) represents the structure of this alternative. 

How might one distinguish these two views? One could argue for 
the autonomous semantic level of ( 1.3) by showing that there are 
primitives and/or principles of combination appropriate to the for­
malization of linguistic inference that are distinct from those appro­
priate to the communication of visual information to the linguistic 
system. Conversely, if one could show that linguistic inference is but a 
special case of more general modality-independent principles that 
must be attributed even to nonverbal organisms, this would argue for 
view ( 1 .4), in which semantic structure is subsumed under conceptual 
structure. 

An argument of just this latter sort will be developed in chapters 
3-6. Let me summarize the argument in advance, to help the reader 
see where we are going. We will investigate characteristics common to 
judgments involving visual information, linguistic information, and 
combinations of the two. These characteristics must be accounted for 
in terms of conceptual structure, where the two kinds of information 
are compatible. We will then show that analogous characteristics arise 
in judgments of certain fundamental semantic properties of utter­
ances, which are by definition accounted for at the level of semantic 
structure. Not to treat all these phenomena uniformly would be to 
miss a crucial generalization about mental computation; hence the 
semantic and conceptual levels must coincide, as in ( 1 .4). 

To sum up the view I will be arguing for, the Conceptual Structure 
Hypothesis proposes the existence of a single level of mental rep­
resentation onto which and from which all peripheral information is 
mapped. This level is characterized by an innate system of conceptual 
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well-formedness rules. Under the organization diagrammed in (1.4), 
the concerns of semantic theory with the nature of meaning and with 
the mapping between meaning and syntax translate into the goals of 
describing the conceptual well-formedness rules and the correspon­
dence rules, respectively. Significantly, the former goal overlaps with 
the goals of the theory of vision, which is concerned with the nature 
of visual information (at least some of which is represented in con­
ceptual structure) and how it is derived from retinal stimulation. The 
theories of the other senses and of action overlap with semantic the­
ory in a similar way. Insofar as the subject matter of these theories 
overlaps at conceptual structure, they can be used to constrain and 
enrich each other. In the present study, we will at first primarily be 
using vision to constrain semantic theory. As we go on, however, we 
will move increasingly in the other direction, using language to en­
rich the theory of cognition. 



Chapter 2 
Sense and Reference 

This chapter is concerned with some basic consequences of the Cog­
nitive Constraint-the fundamentals of a semantic theory that ad­
dresses the question of how we can talk about what we see. In order 
to lay the groundwork, we must address a prior question: What in­
deed do we see? Our way of approaching this question will pro­
foundly color all that follows. 

2.1 The Real World and the Projected World 

We begin by sharpening one of the basic questions of the last chapter. 
Rather than ask simply what meanings are like, we divide the ques­
tion into two parts: What is the information that language conveys? 
What is this information about? The first of these is essentially the 
traditional philosophical concern with sense or intension; the second, 
reference or extension. Naive introspection yields these answers: the 
information conveyed consists of ideas-entities in the mind; the 
information is about the real world. A great deal of the philosophical 
literature on language has been concerned with debunking one or 
the other of these answers, and with proposing (and debunking) al­
ternatives. The first answer in particular has come under strong and 
steady attack. In fact, even the first question has sometimes been ar­
gued to be illegitimate or irrelevant, often in concert with general 
attacks on the notion of mind as a legitimate subject for empirical or 
theoretical inquiry. 

The view to be taken here, of course, is that it is indeed legitimate 
to question the nature of the information conveyed, and that the 
answer of naive introspection is in some sense correct. That is, fol­
lowing the discussion of chapter I, we will assume that there is a level 
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of human organization that can plausibly be termed mental, that this 
level is causally connected with, but not identical to, states of the 
nervous system, and that the function of this level can (at least in part) 
be treated as processing of information. The Cognitive Constraint in 
effect states that certain aspects of this mental information constitute 
the information encoded in language. 

On the other hand, I will take issue with the naive (and nearly 
universally accepted) answer that the information language conveys 
is about the real world. To see why, we must step back from lan­
guage for a while and consider some issues at the foundations of 
psychology. 

Perhaps the most significant general result of the school of Gestalt 
psychology (see Wertheimer ( 1923), Kohler ( 1929), Koffka (1935)) 
was its demonstration of the extent to which perception is the result 
of an interaction between environmental input and active principles 
in the mind that impose structure on that input. 1 Two trivial and 
well-known examples appear in (2.1) and (2.2). 

(2.1) • (2.2) 

• 

The four dots in (2.1) are quite naturally seen as forming a square, 
although no linear connections are present on the page. Why? And 
why these particular linear connections rather than, say, an X, which 
is logically just as possible an organization? Moreover, why is the or­
ganization of the four dots in (2.3) into a square so much less appar­
ent, even though they are in exactly the same spatial relations? 

(2.3) 1.05 John! 

Why not? 
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(2.2) is one of the famous ambiguous figures; Wittgenstein's (1953) 
"duck-rabbit" (2.4) is another, and many of the same arguments 
apply. 

(2.4) 

As is well known, (2.2) can be seen as a profile of a vase against a black 
background or as two profiles of faces against a white background. If 
fixated, the example usually switches periodically from one inter­
pretation to the other; that is, the environmental input does not 
change at all, but what is seen does change. Moreover, though the 
example is a diagram in the plane, in the "vase" interpretation the two 
black areas are seen as constituting a unified background that extends 
behind the white area; in the "faces" interpretation the white area is 
seen as extending behind the two black areas. 

These examples, which are probably familiar to most readers, are 
representative of a vast body of phenomena investigated by the Ge­
stalt theorists. They show that what one sees cannot be solely en­
vironmental in origin, since the figures are imbued with organization 
that is not there in any physical sense, that is by no means logically 
necessary, and that in the case of the depth in (2.2) is inconsistent 
with the physical facts. This organization, which involves both seg­
mentation of the environmental input and unification of disparate 
parts, must be part of the mind's own encoding of the environmental 
input. , 

The mental processes that create this organization of the input are 
both automatic and unconscious. They are susceptible to voluntary 
control only to the extent that one can, for example, choose to see the 
"faces" rather than the "vase" in (2.2). But the choice is at best be­
tween different organizations, not between organized and unorga­
nized input; and some organizations (e.g., the disparity of lengths in 
the Miiller-Lyer illusion (2.5)) are notoriously difficult or impossible 
to overcome willfully. 
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(2.5) 

-< -) >---< 
Thus, the world as experienced is unavoidably influenced by the na­
ture of the unconscious processes for organizing environmental in­
put. One cannot perceive the "real world as it is." 

What makes this last assertion so contrary to common sense is that 
the organization of the input is experienced not as part of the act of 
thinking, but as part of the environment. My perception tells me that 
the square in (2.1) is not in my head; rather, it is out there on the 
page. The vase and the faces in (2.2) are out there on the page too, 
though not both at once; and, disturbingly, they have mutually in­
consistent properties. Moreover, as Wittgenstein (1953, 195) ob­
serves, "I describe the alternation [between the two ways of seeing it] 
like a perception; quite as if the object had altered before my eyes." 
That is, the change in its nature is out there too, not in my head at all. 

We are not at liberty to dismiss examples such as these as mere 
psychologist's tricks and to claim that perception of the ordinary real 
world is quite different. Why should the perceptual process arbitrar­
ily distinguish those inputs that happen to be used by psychologists as 
examples from those inputs that are "ordinary"? A more reasonable 
position is that all inputs, in and out of the context of psychological 
experiments, are organized by the same processes, and that percep­
tual ambiguities and illusions are cases where what is experienced is 
noticeably different from what, for some reason, we believe ought to 
be experienced. According to this view, examples that result in out­
of-the-ordinary perceptual judgments are an important source of 
evidence in developing a theory of the mental processes that organize 
perceptual input, altogether comparable to the linguist's use of un­
usual sentences in studying grammatical competence. In short, illu­
sions are not wrinkles to be added into the theory after "ordinary 
experience" is accounted for. 

Such a view, however, seems to compel us to claim that potentially 
vast areas of our experience are due to the mind's contribution, even 
though the experience is of things "out there in the real world." The 
only solution to this apparent conflict between theory and common 
sense is for the theory to include "out there" as part of the informa­
tion presented to awareness by the unconscious processes organizing 
environmental input. That is, "out-thereness" is as much a mentally 
supplied attribute as, say, squareness. 
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To see that this solution is not just an escape hatch, an unfalsifiable 
way of defining oneself out of the problem, consider dreams and 
hallucinations, where "out-thereness" is (temporarily) ascribed to an 
experience for which there is no necessary environmental input. For 
such an ascription to take place, the mind must be supplying the same 
feature of "out-thereness" that it does in ordinary perception-al­
though, unlike ordinary perception, this ascription is contradicted 
rather than confirmed by subsequent experience. The reverse of a 
hallucination also occurs, for instance when one hears a strange faint 
sound in the woodwork and after a while wonders if one had been 
imagining it (it later turns out to have been, say, a cracking roof 
beam). Here one is prepared to deny "out-thereness" to an experi­
ence that did in fact result from environmental input. Thus, it is pos­
sible to tease the mentally supplied attribute of "out-thereness" apart 
from physical externality. 

According to this account, then, the reason that it seems counter­
intuitive to ascribe so much of the organization of experience to the 
mind is that a part of this organization is the ascription of the or­
ganization itself to the world. We are constructed so as normally to be 
unaware of our own contribution to our experience. 

For another kind of evidence, consider the perception of music 
(Lerdahl and J ackendoff ( 1982), J ackendoff and Lerdahl ( 1981)). In 
order to account for the kinds of intuitions people have about 
music-from elementary intuitions about phrasing and meter to 
more subtle intuitions such as those involving the relation between a 
theme and its variations-one must ascribe to pieces of music an 
elaborate abstract structure. Intuition tells us, and the standard tra­
dition of musical analysis takes for granted, that the structure inheres 
in the music itself. But if one starts to look for musical structure out 
there in the real world, it vanishes. What reaches the ear other than a 
sequence of pitches of various intensities, attack patterns, and dura­
tions? More pointedly, how do we locate something like Beethoven's 
Fifth Symphony in the real world? One may be tempted to tie such an 
entity somehow to the written score.2 But this is clearly unsatisfactory, 
since there are many unwritten musical traditions in which pieces can 
still be named and identified. And even in a written tradition, as 
every musician knows, a large part of what goes into a performance 
of a piece is not in the score, but resides in the performer's unwritten 
(and probably unwriteable) understanding of the style. This suggests 
that the term "Beethoven's Fifth Symphony" refers to an abstract 
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structure that the listener constructs in response to a performance of 
the sequence of events partially represented by the score, and which 
he attributes to that sequence of events, out there. Beethoven had 
this structure in mind, in part unconsciously, and wrote the notes he 
did in order to evoke this structure in the listener.3 

Linguistic structure tells the same story, even at the relatively "low" 
level of phonetic perception. Though one unavoidably hears speech 
as a sequence of discrete phonetic segments, and, in a language one 
knows, as a sequence of discrete words, the segmentation is hardly in 
evidence in the acoustic signal. Moreover, the aspects of the acoustic 
signal that enable us to discriminate one vowel from another and one 
consonant from another sound like chirps and whistles, not like 
speech at all, when heard in isolation. Despite several decades of 
intensive research (reviewed by Liberman and Studdert-Kennedy 
(1977)), we are as yet unable to build a speech recognizer for more 
than the most limited artificial situations. We can build a fairly ac­
ceptable speech synthesizer, but only because human listeners are 
apparently so eager to impose linguistic structure on anything re­
motely resembling speech that they are unconscionably forgiving of 
the machine's sins. 

What makes the musical and linguistic evidence for the nature of 
perception more unequivocal than the usual visual evidence is that, 
while one might conceivably claim that the structure of visual expe­
rience ordinarily models something preexisting in the real world, 
musical and linguistic structure must be thought of ultimately as 
products of the mind. They do not exist in the absence of human 
creators. Nonetheless, they are experienced as part of the world "out 
there"; here it is even clearer than in the visual case that we are simply 
unaware of how much our own minds contribute to the experience. 

If indeed the world as experienced owes so much to mental pro­
cesses of organization, it is crucial for a psychological theory to dis­
tinguish carefully between the source of environmental input and the 
world as experienced. For convenience, I will call the former the real 
world and the latter the projected world (experienced world or phenomenal 
world would also be appropriate).4 

Note well that the projected world does not consist of mental im­
ages. Experiencing a horse is one thing; experiencing an image of a 
horse is another. These correspond to different, though probably 
related, projections of mental constructions. There is much of inter­
est to say about images (see section 8.4 and chapter 11; also Kosslyn 
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( 1980) and references therein); for the moment, though, it is suf­
ficient to observe that while images are surely among the denizens of 
the projected world, they are far from the only ones. To forestall 
another possible misunderstanding, I should stress that the projected 
world is much richer than the "percepts" of traditional psychology: it 
embraces not only direct perceptual experience, with all its attendant 
organization, but also a wide variety of abstractions and theoretical 
constructs, as will be seen. Thus I am not returning to a sensationist 
view. Nor am I taking a solipsist position: I am not claiming that there 
is no real world-only that it is not what we see. This should become 
more apparent in section 2.3. 

I should also make clear that this distinction between the real world 
and the projected world is not new. Something much like it appears 
at least as early as Kant; Neisser (1967) traces roots of such a "con­
structivist" view in psychology back to Brentano and James. What I 
think will be relatively new here is the application of the distinction in 
a systematic way to the semantics of natural language. 

2.2 Truth and Reference: Preliminary Argument 

It should now be clear why we must take issue with the naive position 
that the information conveyed by language is about the real world. 
We have conscious access only to the projected world-the world as 
unconsciously organized by the mind; and we can talk about things 
only insofar as they have achieved mental representation through 
these processes of organization. Hence the information conveyed by 
language must be about the projected world. We must explain the naive 
position as a consequence of our being constituted to treat the pro­
jected world as reality. 

According to this view, the real world plays only an indirect role in 
language: it serves as one kind of fodder for the organizing processes 
that give rise to the projected world. If this is the case, we must ques­
tion the centrality to natural language semantics of the notions of 
truth and reference as traditionally conceived. Truth is generally re­
garded as a relationship between a certain subset of sentences (the 
true ones) and the real world; reference is regarded as a relationship 
between expressions in a language and things in the real world that 
these expressions refer to. Having rejected the direct connection of 
the real world to language, we should not take these notions as start­
ing points for a theory of meaning. Thus an approach such as that of 
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Davidson (1970), which attempts to explicate natural language se­
mantics in terms of a Tarskian recursive theory of truth, is antithetical 
to our inquiry. 

Nor does it help to relativize the notion of truth to "truth in a 
model," unless the choice of model is determined through empirical 
investigation of the character of the projected world. For instance, 
one cannot, as Lewis (1972, 175) does, found a theory of the model 
on a cavalier stipulation like "A possible world corresponds to a pos­
sible totality of facts, determinate in all respects." As we will see 
repeatedly in this study, what is to count as a fact is very much a 
psychological issue; and the notion of "determinate in all respects" is 
a chimera, an idealization that leads to counterproductive results.5 

There is a natural objection to the claim that linguistic information 
most directly concerns the projected world. This claim implies that 
people could differ in the interpretations they put on the environ­
mental input, and hence it should in principle be impossible to be 
sure that any two people are talking about the same things. How can 
language be that subjective and yet still be apparently intelligible? 
(This objection is essentially Quine's ( 1960) doctrine of "indetermi­
nacy of radical translation," applied now to each individual.) 

The answer is in two parts. First, as Katz (1972, 286-287) points 
out, one possibility is to claim that the processes by which we con­
struct the projected world are the same in each of us. More spe­
cifically, part of one's genetic inheritance as a human being is a set of 
processes for constructing a projected world, and these processes are 
either largely independent of environmental input or else dependent 
on kinds of environmental input that a human being cannot help 
encountering. Current research in human and animal psychology 
strongly supports the claim that much of the organizing process is 
indeed innate; this innateness can account for our apparent ability to 
understand each other. 

On the other hand, there are aspects of the projected world whose 
construction is underdetermined both by universals of human hered­
ity and by common environment, and here we do find wide inter­
personal and/or intercultural differences. For example, people have 
varying abilities to understand mathematics or music or chess; ethi­
cal, political, and religious notions too are open to considerable 
(though probably constrained) variation . These areas present situa­
tions where people in fact cannot convey information to each other, 
because their construals of experience are incompatible. Hence I can 
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grant without damage the observation that, according to the present 
theory, language must be subjective. It is, but the fact that we are all 
human beings, with similar mental structure, guarantees that in a vast 
range of useful cases our projections are for most purposes compati­
ble. Thus we can reasonably operate under the assumption that we 
are talking about the same things, as long as we are vigilant about 
detecting misunderstanding. 

2.3 The Metalanguage and Some Examples 

In a theory that distinguishes the real from the projected world, it is 
useful to introduce a metalanguage that clearly differentiates the 
two. To that end, my practice here will be to designate real-world 
entities without any special marking, but to surround references to 
projected-world entities by # #. To make the metalanguage suffi­
cient for our purposes, we also must be able to talk about the mental 
information, or conceptual structure, that gives rise to the projected 
world. This information will be designated in capitals. Finally, it is 
convenient to be able to specially designate linguistic expressions. Ul­
timately, they are projected entities-sequences of sound to which 
are attributed a capacity to bear information. How they manage to do 
so will be discussed in chapter 11. In the meantime, the metalanguage 
will treat linguistic expressions as outside both the real and the pro­
jected world, by the not unsurprising device of enclosing them in 
quotation marks. Thus we adopt within the theory a metaphysics that 
embraces four domains: the real world, the projected world, mental 
information, and linguistic expressions. Among the goals of the the­
ory is to explicate the relationships of these domains to each other. 

This procedure may at first seem paradoxical: having just denied 
the possibility of referring to the real world, I am nonetheless intro­
ducing a metalanguage that purports to do so. To be clear about what 
is going on, however, we must keep in mind that, like most theories, 
the present theory is stated from the point of view of a hypothetical 
omniscient observer; it conveniently (and purposely) overlooks the 
fact that the theorist is by necessity among his own experimental 
subjects. That is, within the present discourse, both the real world 
and the projected world have the status of theoretical constructs, 
which like any other theoretical constructs are useful insofar as they 
have explanatory value. The theory claims that our experimental 
subjects can speak only of the projected world-but it can do so only 
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by assuming tacitly that we, as hypothetically omniscient observers, 
are not so limited. Such methodological separation of ourselves as 
theorists from ourselves as explicanda of the theory is altogether the 
norm in psychology. The only difference here, I think, is that when 
we talk about the theory of reference, the artifice is more patent than 
when we are dealing, say, with low-level visual perception or with 
phonology. 

To get a feel for the metalanguage and the theoretical claims be­
hind it, let us examine a fairly simple example that distinguishes 
real-world entities and projected-world #entities#. Consider the 
theory of light and color. In our present terms, physics (as carried on 
by our expe_rimental subjects) can be seen as an attempt to develop 
#theoretical entities# and #relations# whose structure is isomorphic 
to that of entities and relations in the real world. If physics is right, 
for instance, the real world contains, among other things, electro­
magnetic radiation of various wavelengths and energies traveling in 
various directions; the properties of electromagnetic radiation are 
isomorphic to the #properties# of the theoretical construct #elec­
tromagnetic radiation#. 

Psychology, on the other hand (again as carried out by our experi­
mental subjects-we are now inspecting ourselves through a micro­
scope), is concerned with the structure of the projected world. In the 
projected world, the counterpart of certain (real) radiation is #light# 
of various #colors#; the counterpart of certain other radiation is 
#heat#; and much of electromagnetic radiation (e.g., X-rays) has no 
projected counterpart at all except as a theoretical construct. The 
structure of #color# can be characterized by the #color solid#, a 
theoretical construct that formally expresses the internal structure of 
the mental information that gives rise to #color#. In the metalan­
guage, this mental information will be designated by the notation 
COLOR. 

Psychology is also concerned with the links between the real world 
and the projected world. For one thing, it seeks principles that estab­
lish the correspondence between real-world phenomena and pro­
jected-world #phenomena# (for example, the theories of color 
perception, color constancy, and so forth). The correspondence is 
nontrivial, involving complex contextual considerations-it is not 
simply that a particular wavelength corresponds to a particular #col­
or#. 6 In addition, psychology studies the correlates in the real-world 
nervous system of the processes of mental organization that give rise 
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to mental representations and to the projected world (for example, 
the chemical structure of retinal cells, neural maps for the visual sys­
tem, and so forth). 

In the description just given, it is crucial to notice that there is no 
mention of (real-world) light and color-only #light# and #color#. 
#Color# is part of the organism's projected response to the pattern 
of electromagnetic radiation impinging on the visual system. The 
nervous system brings about a nonisomorphic mapping between the 
real and the projected phenomena. Thus, in the metalanguage we 
will say that the pattern of electromagnetic radiation is processed by 
neural mechanisms to yield among other things a conceptual struc­
ture COLOR; COLOR may then be projected into awareness as #col­
or#-or it may remain unconscious (i.e., unnoticed or unattended). 

Let us consider some other examples of the metalanguage. Except 
for one remark about mental images, I may have given the impres­
sion that the projected world is experienced as completely outside 
the body. Now I want to correct this impression and at the same time 
sharpen what it means to say that the projection is "out there." 

Think about the perception of pain. Though pain is sensed as 
being localized in various parts of the body, the experience of pain is 
well known to be mediated by the brain. This suggests that, in our 
metalanguage, we should speak not of pain but of #pain#: #pain# is 
a projection onto a part of the body, in response to a chain of neural 
events beginning with excitation of pain receptors. The projective 
nature of #pain# is especially well revealed by the phenomenon of 
phantom limbs, in which amputees experience #pain# in body parts 
they no longer possess. The projected world must thus include #phe­
nomena# within one's own #body#. 

Next think about mental images, such as what one experiences 
when carrying out instructions like "Imagine a square" or "Imagine a 
major triad." Intuitively, these images are evidently experienced as 
being "in the mind." But recall what has always been the decisive ob­
jection to the existence of mental images ( even if most of us have 
them): there is no room in the head for a little projection screen and a 
little person to view it. Most recent research on imagery (see Kosslyn 
(1980) and references there) has tried to bypass this objection by 
treating mental images solely in terms of processing of mental infor­
mation. However, this leaves unexplained the fact that mental images 
are not experienced as information processing any more than ordi­
nary perception is. The right approach emerges if we add to the 
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information-processing theories the claim that the experience of 
mental images, like the experience of ordinary sensation, results 
from the projection of information being processed by the brain. 
And just as with ordinary sensation, the projected #mental image# 
may bear no direct resemblance at all to the real-world phenomena 
that give rise to it. 

Finally, consider the nature of knowledge. Since we do not take 
truth as a cornerstone of semantic theory, we cannot adopt a conven­
tional treatment of knowledge as justified true belief. Rather, an in­
teresting ambiguity in the problem is revealed: are we speaking of the 
theory of (real) knowledge, or of the theory of (projected) #knowl­
edge#? These turn out to be quite distinct endeavors. The former is 
the problem of cognition-how people form mental representations. 
The second, by contrast, is the question of what it is that people intu­
itively ascribe to someone when they say that he knows something; 
here the answer might well be #justified true belief#. The two prob­
lems are as different as the physics of electromagnetic radiation and 
the psychology of #color#. Most of the present study concerns the 
former problem; we return to the latter in chapter 11. 7 

2.4 The Mind-Body Problem and Gestalten 

The relationship between mental information (e.g., COLOR) and the 
projected world (#color#) is the locus in the present theory of the 
classic mind-body problem. Mental information is presumably re­
ducible to some configuration of brain states. However, the projected 
world is made up not of brain states, but of experiences; and no one 
seems to have any idea what experience is, nor how configurations of 
brain states are transmuted into it by the mechanism of projection. 
For example, we find it difficult even to imagine what it would mean 
to answer the question "Does a computer have experiences?"8 I sus­
pect that the mind-body problem is one that human beings are con­
genitally unequipped to be able to solve. 

It is possible to sidestep this problem without jeopardizing the en­
tire enterprise by making the reasonable assumption that the map­
ping between projected mental information and the projected world 
is an isomorphism. That is, the character of #color#, for example, is 
to be accounted for directly in terms of the information constituting 
COLOR. What makes the problem interesting, though, is that much 
of the internal structure of COLOR cannot be independently pro-
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jected; that is, it is not accessible to consciousness. Hence one cannot 
determine the structure of #color# by mere introspection; we need 
an empirical discipline of psychophysics to explicate it. 

This situation, which I believe is typical of projected #entities#, 
provides an account in the present framework of the "gestalt" or 
"holistic" character of experience-the fact that perceived #wholes# 
are often greater than or different from the sum of their #parts#. 
The explanation is that, of the mental information that is projected as 
the #whole#, only those components that are independently projectable 
can result in perceived #parts#. The presence of the rest may be 
sensed intuitively through the disparity between the #whole# and 
the #parts#, but its nature cannot be revealed in any simple way by 
introspection alone. Such an account of the holistic nature of experi­
ence, I believe, removes some of the mystery surrounding the central 
doctrine of Gestalt psychology as presented in, for example, Wert­
heimer (1922) and Kohler (1920). We will make use of this charac­
teristic of mental information throughout our analysis in subsequent 
chapters. 

2.5 Reference as Projection 

Since it is in the nature of experience not to wear its internal struc­
ture on its sleeve, we come around again to the need for a theory of 
cognition to explicate it. Cognitive theory in this sense is the study 
of mental information-including both "propositional" information 
such as Fodor's (1975) "inner code" or Miller and Johnson-Laird's 
(1976) "conceptual structure," and "nonpropositional" information 
such as Marr's ( 1982) "3D model" or the contents of Kosslyn's ( 1980) 
"visual buffer." 

An especially important part of the theory will be a specification of 
those expressions of the inner code that are projectable (i.e., that can 
give rise to projected entities in the world of experience). Both ap­
parent regularities and apparent anomalies in the nature of the pro­
jected world should be explicated in terms of the nature of the inner 
code and in particular by the properties of the projectable expres­
sions. This part of the theory, then, is the link between structure and 
process descriptions on the one hand and phenomenological de­
scription on the other; it is crucial to an account of why the world 
appears to us as it does. 
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Turning back to the two questions of semantics raised at the begin­
ning of this chapter, let us see how all the intervening discussion of 
psychology bears on them. We can now say that the information that 
language conveys, the sense of linguistic expressions, consists of ex­
pressions of conceptual structure. 'What the information is about­
the reference of linguistic expressions- is not the real world, as in 
most semantic theories, but the projected world. The referring expres­
sions of natural language will be just those expressions that map into 
projectable expressions of conceptual structure. 

What difference does this view of sense and reference make to 
semantic theory? The difference most crucial to our enterprise here 
lies in the justification of the ontological presuppositions of natural 
language-what sorts of entities, in a very broad sense, linguistic ex­
pressions can be said to be talking about. Given the traditional as­
sumption that language talks directly about reality, it has always been 
a problem to motivate the existence of abstract entities like proposi­
tions, sets, predicates, numbers, and properties, all of which we talk 
about as if they were outside us. There have been three main alterna­
tives in treating these: either claiming that they are some sort of in­
corporeal Platonic entities to which we somehow mysteriously have 
access; or claiming that natural language doesn't really talk about 
them, because they don't exist, and that semantics must therefore 
reduce them to concrete terms; or, finally, avoiding the psychological 
issues altogether. Clearly, none of these is a satisfactory solution for a 
semantic theory that aspires to psychological reality. 

In the present view, though, the ontological presuppositions of 
natural language are far less dependent on the nature of reality. 
They are linked to the nature of projected reality and thus to the 
structure that human beings impose on the world. For instance, it is 
perfectly satisfactory to posit #color# as the reference of color 
words, even though there is no such thing in the real world; #color# 
is a consequence of the structure of mind. Similarly, it is difficult if 
not impossible to find real-world reference for phrases like "the 
cause of the accident"; one gets immediately embroiled in statistics, 
counterfactual conditionals, or other side issues. In the present the­
ory, though, causality can be treated as a mentally imposed relation­
ship between two perceived #events#, proceeding from the innate 
nature of conceptual structure. Part of the discussion about real­
world correlates then falls into questions of psychophysics: what 
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range of real-world inputs leads to an attribution of causality? 9 In 
other cases, the real world plays little if any role at all. 

Thus, this view of reference frees us from a false reliance on 
physics as the ultimate source of ontological insight. At the same time, 
it places empirical, psychological constraints on ontological claims, so 
that reference cannot be treated arbitrarily: one's choice of theory 
should not be a matter just of metaphysical or notational preference. 

The next chapter takes up one aspect of the ontological problem in 
some detail, illustrating how essential the projective view of reference 
is to the description of semantic generalizations in natural language. 
In turn, subsequent chapters will build on this ontological basis. Thus 
the notion of reference as projection stands at the foundation of the 
theories of semantics and cognition to be developed here. 
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Chapter 3 
Individuation 

In this section of the book we will develop some of the fundamental 
principles of a theory of conceptual structure, and see that these 
principles are also at the basis of inference in natural language. At the 
same time we will work out a number of formal and substantive 
characteristics of conceptual structure, embody them in appropriate 
notation, and contrast them with more familiar alternatives. 

The most elementary type of expression in standard versions of 
formal logic is usually an individual constant, a unitary symbol that is 
intended to refer to a fixed individual. This chapter uses the Cogni­
tive Constraint and the Grammatical Constraint to investigate the ex­
pressions in conceptual structure that play roughly the role assumed 
by individual constants in logic. 

As in chapter 2, we begin with psychology, exploring some of the 
conditions involved in the individuation of projected-world #things# 
in the visual field. From this we will see that it is far from innocuous to 
make the usual assumption that there is a well-defined class of objects 
to which logical constants can be assigned. Rather, the class of 
#objects-in-the-world# is determined by complex perceptual and 
cognitive principles. This overview of #object#-perception will not 
only ground the arguments of this chapter in well-known psycholog­
ical phenomena; it will also serve as a foil for later arguments on 
categorization (chapters 5 and 6) and word meanings (chapters 7 
and 8). 

After discussing #object#-perception, we will combine visual and 
linguistic evidence to show that reference in language must go be­
yond #objects#, to include a wide range of ontological categories 
such as #places#, #actions#, and #events#, and that the class of 
referring expressions includes not only NPs but also Ss, VPs, PPs, and 
AdvPs. 
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3.1 Individuation of Objects in the Visual Field 

One of the most obvious aspects of the projected world is that it is 
divided up into #things#-#entities# with a certain kind of spatial 
and temporal integrity. In the simplest case, a #thing# is the figure 
of a figure-ground opposition in the visual field; by contrast with the 
figure, the ground is unattended and relatively less vivid. In more 
complex cases (such as ordinary life), a multitude of #things# are 
perceived in the visual field, standing or moving in various relations 
to one another. 

In order to support the projection of an #individual thing# into 
awareness, there must be a corresponding mental representation 
from which the #thing# can be projected. Let us use the term con­
ceptual constituent to mean a unitary piece of mental representation; 
we will encode conceptual constituents within square brackets. In , 
order to account for the fact that people perceive #things#, we re­
quire a class of projectable conceptual constituents with the nominal 
structure [THING], to which further internal information may be 
added, corresponding to the character of the #thing# in question. In 
order to individuate the mental repres~ntations of distinct #things#, 
we add to this a subscript when necessary: [THING]; is projected into 
a different #thing# than [THING]1. 

It is beyond the scope of this book to provide a thorough account 
of what the visual system does to produce a mental representation 
[THING]; in response to a presented field. However, a number of 
aspects of this process are important for our concerns here. First, 
beyond the fact that there is a #thing# being perceived, mental rep­
resentation does not necessarily include any projectable information 
about what the #thing# is. lt might be #something# such that one 
has never seen anything remotely like #it# before. Or one might be 
observing #it# under degraded conditions such as dim light, great 
distance, or tachistoscopic presentation, when observers may well re­
port "There is something there, but I don't know what." 

This is not inconsistent with the possibility that the conceptual 
constituent contains further information that is not independently 
projectable . For example, people can perform same-different tasks to 
some extent under degraded conditions, where they cannot specify 
the similarities or differences explicitly. For a more everyday case, 
consider face recognition. Though one can recognize, distinguish, 
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and compare thousands of faces, one cannot in most cases con­
sciously decompose faces and say specifically what makes them rec­
ognizable and different from one another. In present terms, each 
face is a #thing#, represented mentally as a [THING], but much of 
the distinctive information within this conceptual constituent is not 
independently projectable into awareness as a #part of the face#. 
This does not preclude mental processing based on this information; 
it means only that the processing will be experienced as "intuitive" 
rather than "rational." 1 

One of the basic problems of perception treated by the Gestalt tra­
dition was the question of what properties of the visual field lead to 
the emergence of a figure from the ground. In present terms, this 
question can be restated as: What external (or real-world) conditions 
lead to a package of mental information that achieves projectability as 
a #thing#? 

What the Gestalt psychologists found out is that in general one 
cannot state a set of necessary and sufficient conditions on the exter­
nal field that lead to the emergence of a #thing#. We have already 
mentioned dreams and hallucinations as cases where no external 
input is necessary for projection of a #thing#. It is also worth looking 
at cases where the projection occurs in response to a real visual field, 
since characteristics appear that are important to our purposes here. 

Aside from certain preconditions-that the field be visually rather 
than auditorily presented, that it have size, brightness, and contrast 
that facilitate visual detection, and so forth-the conditions on 
#thing# hood that spring most immediately to mind are spatial and 
temporal continuity. These conditions, however, are intensional: they 
are attributed to any segment of the field that is perceived as a 
#thing#, but they are neither necessary nor sufficient conditions on 
the field itself. 

First consider spatial continuity. The four dots seen as a #square# 
in chapter 2 are not spatially continuous: it is the projected connec­
tions between them that make the projection continuous. Similarly, in 
(3.1) the two shaded regions are unified in the projection into a single 
#thing#, seen as #extending behind the unshaded rectangle#; spa­
tial continuity is supplied by the observer. 
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(3.1) 

A somewhat different case is that of "apparent motion" (Wertheimer 
(1912), cited in Neisser (1967)). In the simplest version, two lights 
flash alternately in a dark surround. Given the proper timing of 
flashes and not too great a distance between them, the observer ex­
periences #one thing moving back and forth#; the projection 
supplies motion that unifies the two positions. These cases show that 
spatial continuity of the field is not necessary for #thing#hood; it is 
rather #spatial continuity# of the projection that is necessary. 

Likewise, temporal continuity is a necessary condition for the pro­
jection, not for the field. Consider a cartoon in which a dot moves 
toward the boundary of a rectangle and disappears when it reaches 
the boundary; then, after an interval, a dot appears on the opposi~e 
boundary of the rectangle and moves away. (3.2) represents succes­
sive stages in this cartoon. 

(3.2) 

. • ·• {] • •· •· •. 
a. b. C. d. e. f. g. 

There will be a strong tendency to see #the dot go behind the rec­
tangle and reemerge#. That is, there is a single #thing#, #the dot#, 
to which one attributes temporal continuity by postulating temporary 
invisibility. This temporal continuity is not a property of the field, 
which is just a cartoon that simply happens to lack a dot in frame (d). 
The temporal continuity is part of the projection. 

Nor are spatial and temporal continuity of the field sufficient for 
projection of a #thing#. One natural way of seeing (3.3) is as #a 
square with a hole in it#, so that the central region is not a #thing# 
but just that part of the #background# that happens to be #visible 
through the hole#. 



Individuation 45 

(3.3) 

This central region is spatially and temporally continuous, but in this 
way of seeing (3.3) it does not give rise to the projection of a 
#thing#. 2 For an even simpler case, notice that unless we make an 
issue of it, the segment of the line (3.4) between 2 and 4 inches from 
the left-hand side of the page does not form a #tl;iing#, even though 
it is of course spatially and temporally continuous. 

(3.4) 

Suppose that we experiment with fields topologically equivalent to 
(3.1) and ask whether the two outer regions are unified into a 
#thing#. (3.5) presents some possibilities. 

(3.5) 

a. b. C. d. 

e. f. g. 

The first point to observe here is that one makes judgments of 
#thing#hood creatively; that is, one can discern #things# in arbitrary 
new visual configurations. As in the classic arguments for generative 
syntax, this observation means that the judgments must be based on a 
set of rules rather than on some finite set of templates to which pat­
terns are rigidly matched. (The rules may include templates, but it is 
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the ability to go beyond templates and deal with indefinitely many 
different inputs that is essential.) 

But (3 .5) is especially interesting because of the distribution of 
judgments. As already observed, the two shaded regions in case (a) 
are quite naturally seen as #a single thing partially occluded by the 
vertical rectangle#. Case (g) represents the other extreme, where the 
two outer regions are most naturally seen as #two separate things 
joined by the center rectangle#. The intermediate cases yield a gra­
dation of judgments between these two extremes, and one is not so 
sure of them; they progress from fairly strong unification in (b) and 
(c) to quite weak in (e) and (f). (I can see (d) as a #partially occluded 
profile of some sort of bolt-shaped object#, but beyond that point in 
the series it is difficult even to make myself see a single #thing#.) 

This range of judgments, from "of course yes" through "not sure" 
of various degrees to "of course no," is a characteristic gradation of 
salience in #thing#-formation. This gradation shows that the rules of 
#thing#-formation cannot be stated in terms of a simple system of 
necessary and sufficient conditions, since, in such a system, a single 
"no" judgment on one of the conditions would have the effect of 
ruling out the presented field as a #thing# altogether. That is, nec­
essary and sufficient conditions produce categorical rather than 
graded judgments. In chapters 7 and 8 we discuss rule systems that 
have the requisite properties for producing graded salience phe­
nomena. 

Figures (3.1)-(3.5) illustrate only one set of dimensions involved in 
judgments of #thing#hood, related to Gestalt principles of good 
form and good continuation. Nonetheless, the behavior of these as­
pects of the visual field is typical of a great number of the Gestalt 
principles. More appear in section 8.1. 

In addition, #thing#hood is affected by factors involving the 
viewer's internal state rather than immediate environmental input. 
For example, features of the visual signal interacting with the viewer's 
intention or need can make certain #things# more salient than they 
otherwise might be. This aspect of #thing#-formation is prominent 
in the children's puzzles that ask the reader to find three rabbits and 
two bears hidden in the forest, or in the Hirschfeld cartoons in the 
New York Times, in which the reader who is in on the joke is to find a 
stipulated number of instances of the name NINA. These #things# 
would not emerge at all were it not for the viewer's intention to find 
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them. For a more mundane case, one never notices water fountains 
until one is thirsty. 

Similarly, features of the visual signal interacting with the viewer's 
knowledge may make certain #things# more salient. For instance, 
someone who has worked with automobile engines will perceive a 
number of distinct #things# under the hood, where a novice sees 
only a #mess#. For an auditory case, a speaker of French will hear a 
sequence of #words# (auditory #units#) in the acoustic signal pro­
duced by another speaker of French, where a nonspeaker hears only 
an #undifferentiated stream#. 

To be sure, there likely are levels of visual representation in which 
intention, need, and knowledge are not implicated. For example, 
Marr's ( 1982) theory of vision contains a number of such levels, cul­
minating in what he calls the 2 1/2D sketch. However, as Marr makes 
quite clear, these levels do not exhaust the mechanisms involved in 
object recognition; rather, they are as far as one can go with purely 
visual information. At the level of the 3D m'odel representation, 
where Marr claims that shapes are identified and categorized, cogni­
tive factors not present in the visual field are deeply implicated. 

This discussion of #things# hardly scratches the surface of re­
search on perception. Still, it should be sufficient for making clear 
how much goes into a psychological treatment of what standard logic 
treats as the simplest possible expression-a constant denoting an 
individual. We have seen that complex mental computations are in­
volved, for which the idealization to a set of necessary and sufficient 
conditions is inadequate. 

We have also seen that treating the extension of the expression "(vi­
sually perceived) thing" as a real thing is not very useful in a mentalis­
tic theory; it is necessary to talk about what structure we attribute to 
the world in projecting #things#. In particular, in cases such as (3.1) 
and (3.2) we attribute spatial and temporal continuity by assuming a 
partial occlusion of the perceived #thing#, but it doesn't really mat­
ter what is actually the case. Similarly, in accounting for the judgments 
about (3.5), it doesn't even really make sense to ask which visual 
configurations actually are things. That is, the notion of truth relative 
to reality does not enter in any direct way into a description of the 
ability to make such judgments. Rather, the important questions to ask 
are: What are the mental representations that project into #things#, 
and what are the processes that give rise to these representations?3 
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This very general outline of the problems of #thing#-perception 
lays the groundwork for an investigation of referential expressions in 
language and their conceptual counterparts. 

3.2 Pragmatic Anaphora and Ontological Categories 

Suppose that someone points and simultaneously utters (3.6). 

(3.6) I bought that yesterday. 

What must the hearer do to fully understand the speaker? He must 
of course understand the words and the syntactic structure, and be 
able to use the correspondence rules involved in interpreting the 
sentence; but he also must interpret the word "that." In this utterance 
"that" is an instance of what has been called (Hankamer and Sag 
(1976)) pragmatic anaphora. In order to interpret the pragmatically 
controlled pronoun "that" in (3.6), the hearer must pick out the in­
tended referent, a #thing#, in his visual field, perhaps with the aid of 
the speaker's pointing gesture. 

To make clearer what is involved in interpreting pragmatic anaph­
ora, consider an example where no #thing# emerges that can cor­
respond appropriately to the pronoun. Suppose for instance that 
speaker A utters (3.6) and points to a blurry photograph: "I bought 
that yesterday- isn't it gorgeous?" Speaker B, unable to make out 
anything in the picture, doesn't fully understand the utterance and 
responds, "What are you talking about?" Speaker A replies, "That 
boat!" B peers at the photograph and, sure enough, suddenly a 
#boat# is visible in the picture: "Oh, that! How could I miss it?" B has 
only now understood A's original utterance so that discourse can 
continue. 

The reader is probably familiar with such experiences. It is a case 
of the interaction between the visual field and nonvisual factors in 
#thing#-perception, as discussed in the previous section: the visual 
field does not change, but in response to linguistic suggestion, the 
#visual field# does change. The relevance of this sort of example to 
pragmatic anaphora is this: In order for a pragmatically controlled pro­
noun to be understood, its intended referent must emerge as a projected #en­
tity# for the hearer. In turn, for such an #entity# to emerge, the hearer 
must have constructed from his visual field a projectable expression at the 
level of conceptual structure-that level where visual and linguistic 
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information are compatible. Thus, there is an important connection 
between #thing#-perception and the use of pragmatic anaphora. 

So far, the only #entities# in visual perception that we have dealt 
with are #things# and possibly #shapes#. By and large these are the 
kinds of #entities# that have been investigated in research on visual 
perception. But, as Hankamer and Sag (1976) point out, there are 
many grammatically different sorts of pragmatic anaphora, for ex­
ample those illustrated in (3.7). 

(3.7) a. Pro-prepositional phrase: 
Your coat is here [pointing] and your hat is there 

[pointing]. 
He went thataway [pointing]. 

b. "do it/that": 
Can you do that [pointing]? 
Can you do this [demonstrating]? 

c. "that . .. happen": 
That [pointing] had better not happen again around here. 

d. Pro-manner adverbial: 

You shuffle cards {:~~s } [demonstrating]. 
this way 

e. ::~:::,::, ::ra::::a, {:~~t} [demonstrating] long. 

yay 

The syntactic properties of these pragmatic anaphors are revealed 
by what syntactic substitutions are possible. "Here," "there," and 
"thataway" substitute for prepositional phrases such as "on the table," 
"under the sofa," and "toward the OK Corral"; they should be re­
garded as intransitive prepositions (as argued by Klima (1965), 
Emonds (1970), and Jackendoff (l 977a)) . "Do it" or "do that" substi­
tutes for a verb phrase such as "Stuff that ball through that hoop."4 

"That ... happen" is also a unit, replaceable only by the subject and 
predicate of some other sentence, as in "John better not kick Billy 
again around here." ("That" alone can be replaced only by abstract 
NPs like "that disaster.") "Thus," "so," and "this way" substitute 
for manner and means adverbs and prepositional phrases such as 
"slowly," "carefully," "with caution," or "by holding the cards between 
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your fingers and blowing." In (3.7e), "this," "that," and "yay" substi­
tute for degree and measure phrases such as "two feet," "very," "as 
(long) as my arm." In short, each of these constructions represents a 
grammatically distinct form of pragmatic anaphora. 

The same conditions holding on "that" in (3.6) also hold on the 
comprehensibility of these pragmatic anaphors. For example, if the 
hearer is unable to see or figure out what goings-on the speaker is 
pointing at in (3.7c), he will not fully understand the utterance- he 
will not have received all the information he is intended to receive. 

Given that it is necessary to have an appropriate visually supplied 
projectable expression in conceptual structure in order to compre­
hend the pragmatic "that" anaphor in (3.6), a projectable expression 
must be necessary for all the pragmatic anaphors in (3.7) as well . 
From the semantic contexts in which these constructions appear, 
though, we see that the #entities# referred to cannot be #things# or 
#shapes# . Rather, each corresponds to a different sort of projected 
#entity#, distinct from #things#. Roughly, "here" and "there" refer 
to #places#, "thataway" to a #direction#, "do it" to an #action#, 
"that ... happen" to an #event#, pro-manner adverbs to #man­
ners#, and pro-measure expressions to #amounts#. Each of these 
types of projected #entity# represents an organization of the visual 
field quite different from #things#. (There are contexts-for in­
stance, "What was that?" -that are ambiguous as to type of #entity#, 
but the contexts in (3.7) are fairly clear.) 

To support the projectiun of this variety of #entities#, conceptual 
structure must contain, in addition to [THINGS], constituents whose 
major features are [PLACE], [DIRECTION], [ACTION], [EVENT], 
[MANNER], and [AMOUNT]. Such constituents may of course con­
tain [THINGS] as part of their internal structure. For example, the 
[PLACE] expressed by "on the table" contains as a subconstituent 
the [THING] expressed by "the table," in a fashion to be discussed 
in the next chapter. But a [PLACE] simply is not the same as a 
[THING]; it is of distinct conceptual character. To make this clear, 
contrast the information conveyed by (3.8a) and (3.8b). 

(3.8) a. Here is your coat, and there is your hat. 
b. This is your coat and that is your hat. 

(3.8a) locates the coat and hat, while (3.8b) identifies them-two en­
tirely different sorts of information. The conceptual distinctness of 
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DIRECTION, EVENT, ACTION, MANNER, and AMOUNT can be 
demonstrated with similar arguments. 

The feature [THING] therefore forms an opposition with these 
other features. Only one can be present as the major feature of a 
conceptual constituent: intuitively, an #entity# cannot be both a 
#thing# and a #place#, for example. We will call these features 
(along with various others such as SOUND and SMELL and TIME) 
the features identifying the major ontologu:al categories; they charac­
terize the distinction among the major classes of #entities# that we 
act as though the #world# contains. 

3.3 Against Reduction of the Ontological Categories 

An important aspect of the argument from pragmatic anaphora is 
that the distinctions among ontological categories must be repre­
sented at the level of conceptual structure: it is precisely at this level t~at 
the visual system can provide information to specify the content of 
the anaphoric expressions. One might object that all these types of 
entities should be reduced by the theory of conceptual structure to 
concurrences of [THINGS] over time (say as a four-dimensional 
space-time map) and that such concepts as [PLACE] and [EVENT] 
should play only a derivative role in linguistic semantics. But such 
a view would assume that there is some privileged role to be ac­
corded to the concept [THING]-for example, that [THING] can be 
straightforwardly correlated with reality. As shown in section 3 .1, this 
assumption is simply false. Most of the literature of perception is 
concerned with how we manage the remarkable feat of construing 
the #world# as full of more or less stable #things#, given constantly 
shifting patterns of environmental stimulation. 

What seems to me a more productive approach is to abandon 
the goal of reduction and to claim that the ontological categories 
expressed by the pragmatic anaphors in (3. 7) are all present as primi­
tives of conceptual structure. Formally, this means that the concep­
tual well-formedness rules must allow for conceptual constituents of 
each type, account for their differing contributions to experience, 
and provide an algebra of relationships among them, specifying that 
#a thing can occupy a place#, #an event may have a certain number 
of things and places as parts#, and so forth . Under this approach, 
linguistic semantics is not concerned with reducing out events, places, 
and so forth, from the formal description, but with clarifying their 



Cognitive Foundations of Semantics 52 

psychological nature and with showing how they are expressed syn­
tactically and lexically. 

If any reduction is to take place, it will be in the theory of percep­
tion, which now must explain the relations of retinal stimuli not only 
to #thing#-perception but to #place#-and #event#-perception as 
well. If this view is correct, one would expect these other aspects of 
perception to have many of the same gestalt properties as #thing#­
perception: dependence on proximity, closure, "good form," and so 
on. The work I have encountered on perception of #entities# other 
than #things# and their #properties# 5 does reveal just what we are 
led to expect. This suggests that there is no fundamental new diffi­
culty for perception in admitting ontological categories other than 
[THING] into conceptual structure-just more of the old problem 
of how we manage to perceive anything at all. 

The introduction of a nontrivial collection of ontological categories 
again stresses the importance of the distinction between the real 
world and the projected world. The existence of a particular on­
tological category is not a matter of physics or metaphysical specula~ 
tion or formal parsimony, but an empirical psychological issue, to be 
determined on the basis of its value in explaining the experience and 
behavior of humans and other organisms.6 

3.4 Further Linguistic Evidence 

In arguing from the varieties of pragmatic anaphora to the varieties 
of ontological categories, we have made essential use of the Cognitive 
Constraint of chapter 1, in that we bring visual evidence to bear on 
questions of semantics. In addition, we have invoked the Grammati­
cal Constraint, by requiring pragmatic anaphora to be treated as a 
semantically unified phenomenon. Specifically, the maximally simple 
NP "that" expresses a minimally specified [THING] in (3 .6), and the 
visual field is the source of the remaining information in the intended 
message. Similarly, the other expressions of pragmatic anaphora are 
maximally simple PPs, VPs, etc., and therefore should likewise cor­
respond to minimally specified [ENTITIES] of the semantically 
proper type. Again, the remainder of the intended message is con­
veyed through the visual system. 

This section will make further use of the Grammatical Constraint. 
We will see that several grammatical constructions characteristic of 
reference to #things# find close parallels in constructions that refer 
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to other ontological categories. These grammatical parallels will re­
inforce the conclusions of section 3.2: that expressions other than 
NPs can be used referentially, and that they refer to #entities# other 
than #things#, having equal ontological status. 

First, each of the ontological categories of section 3.2 permits the 
formation of a wk-question. In the case of [THING], [PLACE], 
[DIRECTION], [MANNER], and [AMOUNT], the wk-word is of the 
same syntactic category as the corresponding pragmatic anaphor; in 
the case of [ACTION] and [EVENT], the wk-word substitutes for the 
"it" of the compound pragmatic anaphor. 

(3.9) a. What did you buy? [THING] 
[PLACE] 
[DIRECTION] 
[ACTION] 
[EVENT] 
[MANNER] 
[AMOUNT] 

b. Where is my coat? 
c. Where did they go? 
d. What did you do? 
e. What happened next? 
f. How did you cook the eggs? 
g. How long was the fish? 

While each of these questions can be answered by a sentence (e.g., "I 
bought a fish" for (3.9a)), each also has a reduced answer of the ap­
propriate syntactic category. The phrases in (3 .1 0a -g) are reduced 
answers for (3.9a-g), respectively. 

(3 .10) a. 
b. 
C. 

d. 
e. 
f. 
g. 

A fish. 
In the bathtub. 
Into the bathtub. 
Go to the store. 
Billy fell out the window. (no reduction of S, of course) 
Slowly./With cheese./By putting them in a coffee pot. 
Twelve feet (long). 

Moreover, if one is feeling laconic, one can answer silently, by pro­
ducing the fish, pointing to the place or in the direction, performing 
the action, pointing to the event (or its result), demonstrating the 
manner, or demonstrating the size. 

It is reasonable to assume that the asker of a wk-question is seeking 
to fill in information in a conceptual structure. However, according 
to our theory of consciousness, one can formulate a wk-question only 
if the gap in one's knowledge is a projectable gap. In other words, the 
answer to a wk-question must be a phrase denoting a projectable 
#entity#-or in the case of the silent answers, a nonlinguistic desig-
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nation of the projectable #entity#. Thus, each of the constructions in 
(3.10) must be referring when used as an answer to (3.9). 

Another grammatical construction that supports the ontology is 
the expression of identity and individuation with "same" and "differ­
ent." (3.11) shows that each ontological category supports a notion of 
identity.7 

(3.11) a. Bill picked up the same thing <{:~at}) Jack did. [THING] 

b. Bill ate at the same place Jack did. [PLACE] 
c. Bill went the same way Jack went. [DIRECTION] 
d. Bill did the same thing (as) Jack did. [ACTION] 
e. The same thing happened today as happened yesterday. 

[EVENT] 
f. Bill shuffles cards the same way (as) he cooks eggs (-me-

ticulously). [MANNER] 
g. Bill is as tall as Jack is. [AMOUNT] 

These clearly are grammatically parallel, with the exception of the 
use of "as . .. as" in (3 .1 lg). Howev.er, even this case shows some 
parallelism. The subordinate clause following "same" in (3.lla-f) is 
optionally introduced by "as," and both "the same ... as" and "as ... 
as" may be preceded by a class of modifiers such as 'Just," "almost," 
"not quite," etc., with parallel semantic effect. Thus "as ... as" dis­
plays considerable syntactic and semantic generalization with the 
other phrases, despite some syntactic difference. (See Reed ( 1974) 
for more discussion of their parallelism.) 

In each of the constructions in (3.lla-f), nonidentity between 
#entities# can be expressed by substituting "a different ... than" for 
"the same .. . as." In (3.1 lg), the corresponding substitution is "-er 
than" for "as ... as." Again, the same subordinating conjunction, 
"than," appears in both cases. 

These assertions of identity and nonidentity are not about identity 
of linguistic expressions. They assert the identity of the #entities# to 
which the expressions refer. Thus there must be individuable #en­
tities# in the projected world for each of the requisite ontological 
categories. What the conditions of individuation are, and how 
clear-cut a result they provide, are empirical issues. Thus, for exam­
ple, when Davidson (1967b, 1969) finds problems for the ontological 
status of #actions#, it is partly because he indiscriminately applies the 
standards of individuation appropriate to #things#. I maintain that 
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the correct approach is to investigate what evidence people take as 
relevant when they make judgments of identity or nonidentity. The 
evidence might well differ from one ontological type to another, be­
cause of the spatial and temporal characteristics peculiar to each. 8 

Still another characteristic of #things# as the referents of linguistic 
expressions is that one can quantify over them. But quantification in 
language is not reserved for expressions for #things#: a paradigm 
parallel to (3.6-7), (3.9), and (3.11) can be constructed for existential 
and universal quantification. The parallel is defective only in the 
amount expressions. 

(3.12) a. Bill picked up {some
th
h~ng}thatJack picked up. 

everyt mg 

b.} Bill {has been} {:~::~l~~;e} that Jack {has been.} 
c. went everyplace went. 

everywhere · 

d. Bill did {somethhi.ng }Jack did. 
everyt mg 

{
Something} 

e. E h' that happened yesterday also happened today. 
veryt mg 

f. Bill can shuffle cards (in) {some way(s)} that Jack can. 
every way 

g. (no parallel for amounts) 

The expressions "nothing" and "anything" generalize over _this 
paradigm too: "noplace/nowhere," "anyplace/anywhere"; "do noth­
ing," "do anything"; "nothing happened," "anything happened"; "in 
no way," "in any way." In each case, the "any"-words are dependent 
on the presence of an affective context (such as negation, yes-no 
question, or generic-see Klima (1964)), and their interpretations 
vary in precisely the same way as that of "any" in a noun phrase. 

In addition, the expressions of individuation "else" and "other" can 
be added to each of these quantifying expressions, as in "something/ 
everything else," "some/every other thing," etc. The semantic paral­
lelism extends across all the ontological categories, following the 
syntactic parallelism. 

These paradigms show, then, that quantification over #places#, 
#directions#, #actions#, #events#, and #manners# must be coun-
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tenanced in natural language semantics, and its behavior should par­
allel that of quantification over #things# . 

3.5 Conclusion 

This chapter has shown, through a combination of linguistic and 
nonlinguistic arguments, that the level of conceptual structure must 
contain a rich range of ontological categories, corresponding to dif­
ferent categories of projected #entities#. Furthermore, correspond­
ing to several noun phrase constructions that are normally taken to 
depend on the individuation of #things#, there exist constructions 
of other grammatical categories that argue for the individuation of 
these other sorts of #entities#. 

The reader should be cautioned against concluding that the on­
tological categories presented in this chapter exhaust the possibilities. 
These simply happen to be the categories for which linguistic and 
visual evidence are both present most prominently. For a different 
sort of case, "That sounds like Brahms" motivates a category of 
#sounds#. Furthermore, if a language other than English were to 
display different varieties of pragmatic anaphora, this would not lead 
to an argument that speakers of this language have different con­
ceptual structure-only that this language happens to have pro­
forms for a different selection of ontological categories. The total set 
of ontological categories must be universal: it constitutes one basic 
dimension along which humans can organize their experience, and 
hence it cannot be learned (see chapter 1). 

One should not be afraid of metaphysical difficulties in positing 
this ontological variety. Sections 2.1 and 3.1 have shown some of the 
formidable problems one must confront in positing #things# alone. 
If one confronts these problems seriously, the metaphysics of the 
richer ontology does not appear to present problems of a significantly 
higher order of magnitude.9 



Chapter 4 
The Syntax of 
Conceptual Structure 

This chapter combines the conclusions of chapter 3 with the Gram­
matical Constraint to motivate a grammar of conceptual structure 
that is considerably richer than traditional quantificational logic and 
at the same time is related to the syntax of natural language in a much 
more general way. 

The syntactic evidence that will be adduced in favor of this account 
of conceptual structure comes from the so-called X-Bar theory of 
grammatical categories (Chomsky ( 1970), Emonds ( 1976), Jackendoff 
(1977a)). The main point of this theory for present purposes is that 
all major lexical categories (noun, verb, adjective, adverb, and prep­
osition)1 admit of essentially the same range of types of modification. 
Hence, a theory that makes a sharp distinction in principle between 
the syntactic properties of, say, nouns and verbs misses crucial gen­
eralizations about the nature of language. 

We will use the syntactic generalizations among categories as evi­
dence for parallel semantic generalizations. Our concern will be 
primarily with finding an adequate solution to the problems that 
standard predicate-argument structure is intended to solve. Section 
4.1 lays out the difficulties with the usual approach, and section 4.2 
develops a richer alternative. Sections 4.3 and 4.4 deal with further 
details of the system. 

4.1 Problems for Standard First-order Logic 

Though virtually no one believes anymore that first-order quanti­
ficational logic is an adequate theory of the semantic structure of nat­
ural language, its assumptions have nevertheless pervaded work in 
philosophy, linguistics, and to a lesser extent psychology and artificial 
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intelligence. Too many different enrichments of first-order logic 
have appeared in the literature for us to discuss them all here, but 
this section will focus on aspects that are basic to most alternative 
versions. 

First consider the treatment of individual constants. In common 
practice, individual constants are taken primarily as translations of 
proper nouns and indexical pronouns. For example, a pragmatic 
anaphor such as "that" in "I bought that [pointing] yesterday" would 
be translated as an individual constant whose reference is deter­
mined pragmatically. However, as shown in chapter 3, the Gram­
matical Constraint forces us to adopt parallel treatment of all types of 
pragmatic anaphor: there must be individual constants correspond­
ing to the PPs "here," "there," "thataway"; to the VP "do that"; to the 
S "that ... happened"; to the Adverb Phrases "thus," "so"; and to the 
measure phrases "this," "that," and "yay." In support of the referen­
tiality of these expre~sions, we have shown that they all alternate with 
wk-questions and with individuating expressions using "same" and 
"different." Thus, the first-order notion of individual constant must 
be syntactically enriched. 2 

The notion of variable suffers from the same difficulty. As shown 
in (3.12), all but one of the syntactic categories in (3. 7) permit uni­
versal and existential quantification. Hence, variables too must cor­
respond to a range of syntactic constructions richer than NPs alone. 

Next recall the discussion in section 1.5 concerning indefinite NPs. 
In order for the phrase "a glass" to be referential in "Floyd broke a 
glass," its first-order translation must include a variable bound by an 
existential quantifier, violating the syntactic integrity of the construc­
tion. We have now expanded the class of referential phrases; ac­
cording to the Grammatical Constraint, this variety of referential 
phrases must lead to a corresponding proliferation of quantifiers in 
logical expressions. Consider a simple sentence like (4.1). 

(4.1) Floyd broke a glass violently. 

This sentence includes five referring expressions, picking out two 
#things#, an #event#, an #action#, and a #manner#.3 A possible 
logical form for ( 4.1), as closely parallel to standard logical practice as 
I can make it (though hardly first order), is (4.2). "Floyd" corresponds 
to a constant, but all the other referential phrases are translated as 
variables bound by existential quantifiers. 
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(4.2) :lx(Event(x) & x = :l z(Action(z) & z(Floyd) & z = ( :lw(glass(w) 
& break(w) & :lu(violently(u) & u(z)))))) 

Though one could certainly quibble over details, the point is that 
( 4.2) represents the general degree of complexity that any standard 
logical translation must contain: four existential quantifiers, each of 
which binds a variable of the appropriate ontological category. All 
vestiges of resemblance to natural language syntax have vanished. 

Though we have so far been questioning the adequacy of first­
order constants and variables, similar problems can be found in the 
treatment of predicates. Verbs are the quintessential predicates. 
Corresponding to each NP that a verb strictly subcategorizes, there is 
an argument place in the predicate the verb expresses. Thus an in­
transitive verb is a one-place predicate, whose single argument cor­
responds to the subject; a transitive verb is a two-place predicate; a 
verb that takes direct and indirect objects (as in "Sue gave Paul a 
banana") is a three-place predicate. 

As a first indication that something is amiss, notice that verbs can 
strictly subcategorize not only NPs but also APs (4.3a), PPs (4.3b), 
AdvPs (4.3c), Ss (4.3d), and possibly VPs (4.3e).4 (The relevant sub­
categorized phrases are italicized.) 

(4.3) a. We painted the house red. 
You make me very angry. 

b. Harry put the clothes in the attic. 
Sue went out of the room. 

c. The job paid handsomely. 
Bill dresses splendidly. 

d. We forgot that the sun rises in the east. 
That the sun rises in the east proves that alligators are mammals. 

e. Everyone saw the sun rise in the east. 
Bill tried to convince Harry. 

Moreover, the property of being able to govern arguments is not re­
stricted to verbs. Nouns can strictly subcategorize PPs, Ss, and VPs 
(4.4), and so can adjectives (4.5). 

(4.4) a. the destruction of the city 
the author of the book 
an argument with Bill 
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b. the proof that the sun rises in the east 
the idea that alligators are mammals 

c. an attempt to convince Harry 
the good fortune to be invited to the party 

(4.5) a. afraid of monsters 
full of ideas 
angry at Sam 

b. proud that he is a frog 
surprised that the sun rises in the east 

c. welcome to come in 
lucky to have an alligator 

The lowly preposition turns out to have an especially rich syntax. 
Prepositions may occur "intransitively" (i.e., subcategorizing no fol­
lowing phrases) (4.6a), and they may subcategorize NPs (4.6b), APs 
(4.6c), PPs (4.6d), or Ss (4.6e). 5 

(4.6) a. downstairs 
thereafter 
outside 

b. in the park 
on the steps 

c. (they regard him) as stupid 
(Bill went) from happy to sad (in three seconds flat) 

d. out of the room 
from inside the closet 

e. before Max left 
until alligators are proved to be mammals 

Since in predicate logic it is predicates that govern arguments, not 
only verbs but nouns, adjectives, and prepositions as well must be 
translated into predicates. The usual approach is to treat "is a man," 
for example, as a simple one-place predicate M, so that "John is a 
man" translates into M(JOHN). Then "author" becomes a two-place 
predicate A(x,y)-"xis the author of y"; "red" is a one-place predicate 
"is red"; "afraid" is a two-place predicate "is afraid of" (and thus just 
like the verb "fear"); "outside" is a one-place predicate "is outside"; 
and "on" is a two-place predicate "is on."6 
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Notice that all of these logical translations include the verb "be" as 
an essential part. "Man" alone has no logical translation; only "is a 
man" does. Moreover, "is" has no separate logical status in these con­
structions. It might as well be regarded as a mere grammatical arti­
fact, bearing no relation to the "be" usually translated as equality in 
"The morning star is the evening star." 

Because of this treatment of common nouns, a common noun that 
is not preceded by "be" in a sentence requires a more complex trans­
lation into logical form. For example, "Bill kicked a man" translates 
into ::lx(M(x) & K(B,x)) . The existential quantifier is present to ex­
press the referentiality of "a man"; but in addition a syntactically un­
motivated logical connective must be introduced to unite the two 
predicates "kick" and "is a man." 

Such a move is more than inconvenient. It leads to real descriptive 
inadequacies, most notably in the treatment of prepositions. Con­
sider (4.7), in which various prepositions have been translated into 
two-place predicates. (For the sake of clarity, the putative logical 
translations in examples to follow omit the quantification necessary to 
express referentiality of the NPs and PPs; a correct first-order trans­
lation would of course have to include them.) 

(4.7) a. The book lies on the table. 
LIE (BOOK) & ON (BOOK, TABLE) 

b. Sam put the book on the table. 
PUT (SAM, BOOK) & ON (BOOK, TABLE) 

c. John headed toward the burning building. 
HEAD QOHN) & TOWARD QOHN, BURNING BUILD­
ING) 

d. Sue ran around the lake. 
RUN (SUE) & AROUND (SUE, LAKE) 

e. The sign points into the room. 
POINT (SIGN) & INTO (SIGN, ROOM) 

The most direct English translation of the logical form in (4.7a) is 
"The book is lying and it is on the table." Not only is this uncomfort­
able, but it is also unclear whether it is indeed synonymous with "The 
book is lying on the table," as it ought to be. By parallelism, (4.7b-e) 
should be equivalent to "Sam put the book and it was on the table," 
"John headed and he was toward the burning building," "Sue ran 
and she was around the lake," and "The sign points and it is into the 
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room." Each of these is clearly inadequate as a logical translation, 
either because the first clause, based on the verb, is alone incom­
prehensible, or because the second clause, based on the preposition, 
is incomprehensible or means the wrong thing. In fact, the transla­
tions of (4.7c-e) suffer from both defects . 

One might try to relieve this inadequacy in various ways. One 
might say that "put," for example, is a three-place predicate, taking a 
sentence as its third argument. Then the translation of (4.7b), "Sam 
put the book on the table," would be (4.8). 

(4.8) PUT (SAM, BOOK, ON (BOOK, TABLE)) 

This is to be read something like "Sam put the book to be on the 
table," parallel to "Sam caused the book to be on the table." This is a 
better solution for (4.7b), but it suffers from two problems. First, it 
presents a purely syntactic problem of accounting for when "be" ap­
pears and when it does not; if this problem is taken seriously and 
studied systematically, it proves surprisingly intractable. (See Was ow 
(1977), Borkin (1973), Baker (1979).) Second, this solution still does 
not help for (4.7c-e), where the contribution of the preposition sim­
ply cannot be specified by a dyadic predicate. John is not toward the 
burning building, Sue is not around the lake, and the sign is not into 
the room. 

Another solution, proposed by Thomason and Stalnaker (1973) 
and Miller and Johnson-Laird (1976), is to treat "lie on," "put on," 
"head toward," etc., as complex predicates, derived compositionally 
from the verb and the preposition. The preposition is to be thought 
of as an operator that adds one more argument place to the verb. So, 
for example, (4.7a) becomes something like (4.9a) or (4.9b). 

(4.9) a. [ON (LIE)] (BOOK, TABLE) 
b. ON (LIE (BOOK), TABLE) 

These solutions do not make the mistake of equating running around 
with running plus being around, or pointing toward with pointing 
plus being toward. But notice how each violates the Grammatical 
Constraint in an entirely new way. In (4.9a), the preposition, which in 
syntactic structure forms a constituent with its object, now instead 
forms a constituent with the verb in logical form. There do exist 
morphemes in languages of the world that form a constituent with 
the verb and have the semantic effect of adding an argument-for 
example, causative affixes; but it seems quite implausible to treat 



The Syntax of Conceptual Structure 63 

prepositions as semantically parallel with them. In (4.9b), the prepo­
sition becomes the outermost operator of the logical form, rather 
than being embedded under the verb. In either case, what is not ex­
pressed is that "put" is fundamentally a three-place predicate and 
"head" is a two-place predicate: "Sam put the book" and "John 
headed" are nonsense in isolation. 

Perhaps the most serious objection to all these solutions is that they 
run counter to the evidence from sections 3.2 and 3.4 that preposi­
tional phrases can be used referentially. Consider the translation of 
"John ran thataway [pointing]" under the four solutions we have 
considered: 

(4.10) a . RAN (JOHN) & THATAWAY QOHN) (like (4.7)) 
b. RAN QOHN, THATAWAY QOHN)) (like (4.8)) 
c. [THATAWAY (RAN)]QOHN) (like (4.9a)) 
d. THATAWAY (RAN QOHN)) (like (4.9b)) 

In each of these, the translation of "thataway" is a function with open 
argument places-not a logical constant, as its referential use re­
quires under the assumptions of first-order logic. How can some­
thing be both an open function and a constant? Rather than explore 
more convoluted alternatives, let us reconsider. 7 

4.2 A Better Syntax-Semantics Mapping 

The underlying problem with first-order logic is that it does not have 
enough categories to go around. To express the syntactic construc­
tions explored above, it has only predicates and terms that fill argu­
ment places of predicates. Our attempt to treat prepositions in this 
framework has shown that they apparently can play both roles at 
once, leading to a contradiction within the first-order framework. 

In an effort to find a better account, let us review the properties of 
the syntactic categories of language, following the general outlines of 
X-Bar theory (Chomsky (1970), Emonds (1976),Jackendoff (1977a)). 
A primary distinction is customarily made between the lexical cate­
gories (or parts of speech)- e.g., Noun (N), Verb (V), Adjective (A), 
and Preposition (P)-and the phrasal categories-e.g., Noun Phrase 
(NP), Verb Phrase (VP), Adjective Phrase (AP), Prepositional Phrase 
(PP), and Sentence (S). Each phrasal category contains a head-a 
member of one of the lexical categories-plus a variety of possible 
modifiers, which are typically other phrasal categories. Corresponding 
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to each lexical category there is a major phrasal category, that phrasal 
category which maximizes the possible modifiers of the lexical cate­
gory. The major phrasal category corresponding to N is NP; that 
corresponding to V is S. 

To make this less abstract, (4.llb - e) illustrate typical tree struc­
tures for the four major phrasal categories S, NP, AP, and PP, giving 
a range of possible modifiers. In each of these, the major phrasal cat­
egory dominates a constituent belonging to a double-primed phrasal 
category (or X"); this in turn dominates a constituent belonging to a 
single-primed phrasal category (X'), which itself dominates the cor­
responding lexical category. This sequence of nodes from top to 
bottom of the tree, illustrated for the general case in (4.lla), consti­
tutes the structural skeleton of the major phrasal category, to which 
various modifiers are attached at various levels . (The specific details 
of the structures in (4.11) follow Jackendoff (1977a); other possi­
bilities have been proposed, but the general topology of the trees is 
widely accepted.) 

(4.11) a. major phrasal category 

I 
X" 

I 
X' 

I 
X (lexical category-head of construction) 
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c. 
NP 

Art N" 

QP AP N' pp s 

A 
N PP 

IL ~ 
the few useable pictures of Bill from his youth that we like 

d. 
AP 

Deg A" 

AdvP A' S/VP 

~ 
A pp 

I~ 
too terribly proud of his ancestry to be of any help 

e. 
pp 

I 
P" 

NP AP P' pp 

1 A 
P NP 

I~ 
two miles straight down the road toward Bill's house 
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The phrases that a lexical item strictly subcategorizes are all major 
phrasal categories. They appear in two positions: as daughters of the 
single-primed phrasal category (e.g., direct and indirect objects) and 
as daughters of the major phrasal category ( e.g., subjects of Ss and of 
NPs such as "the enemy's destruction of the city") . We return to mod­
ifiers other than strictly subcategorized phrases in section 4.3. 

This outline of the principles of phrase structure is sufficient for us 
to state a quite simple relationship between syntax and conceptual 
structure. First, every major phrasal constituent in the syntax of a 
sentence corresponds to a conceptual constituent that belongs to one 
of the major ontological categories. If a major phrasal constituent is 
used referentially, it corresponds to a projectable instance of a major 
ontological category. In other words, all major phrasal categories 
play the role assigned to NPs alone in first-order logic. 

Second, the lexical head X of a major phrasal constituent corre­
sponds to a function in conceptual structure- a chunk of the inner 
code with zero or more argument places that must be filled in order 
to form a complete conceptual constituent. The argument places are 
filled by the readings of the major phrasal constituents strictly sub­
categorized by X. (The maximum number of argument places is 
three or possibly four.) 

For a concrete example, consider "The man put the book on the 
table." The head of the S is the verb "put," which strictly subcate­
gorizes a subject NP, a direct object NP, and a PP. "Put" expresses a 
semantic function that maps three arguments into an [EVENT] . The 
arguments, corresponding to the readings of the subject, the object, 
and the PP, are two [THING]s and a [PLACE] or [PATH]. Thus a 
first approximation to the conceptual structure of this sentence is 
(4.12) . 

THING THING PLACE 
(4.12) [EVENT l 

PUT<[ THE MAN], [ THE BOOK], [ ON THE TABLE]) 

Now consider the internal structure of the three arguments. Since 
the lexical items "man" and "book" strictly subcategorize nothing, 
they are to be treated as zero-place functions (i.e., constants) that map 
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into the major ontological category [THING]. Thus the first two ar­
guments have no internal functional structure. On the other hand, 
"on," the head of the PP, strictly subcategorizes an NP. Hence it ex­
presses a one-place function that maps a [THING], the reading of the 
NP, into a [PLACE], the reading of the PP. The third argument of 
(4.12) therefore has the internal functional structure (4.13a), giving 
(4.13b) as the complete functional structure for the sentence . The 
embedding in this structure duplicates the syntactic embedding in 
the sentence.8 

(4.13) a. [PLACE • 

[
THING ] 

ON ( THE TABLE ) 

b. lEVENT 

[
THING ] [THING ] 

PUT ( THE MAN , THE BOOK , 

THING ) 
[

PLACE • 

ON<[ THE TABLE]> 

Which major ontological category is expressed by a particular ma•­
jor phrasal constituent depends on the semantics of the head. Some 
verbs, like "put," map into EVENTs. Others, the so-called stative verbs 
such as "seem," "know," "believe," and "be," map into STATES­
things that are the case rather than things that happen . Nouns like 
"table" and "house" map into THINGs, but "destruction" maps into 
an EVENT and "mile" maps into an AMOUNT. Adjectives typically 
map into PROPERTIES; prepositions into PLACEs and PATHs. 

Since the relationship between syntactic and ontological categories 
is not one-to-one, we need not claim that the correspondence ob­
served in English is universal. For example, consider languages that 
lack the syntactic category adjective. In such a language, a [PROP­
ERTY] might be expressed by a noun phrase, as in Warlpiri, or by a 
prepositional phrase, like "out of shape" in English. Alternatively, the 
[ST A TE] of something having a [PROPERTY] might be expressed by 
an intransitive verb, as in Navajo. Thus variation among languages in 
their repertoire of syntactic categories does not damage the theory. 
What must be universal is (i) the distinction between lexical cate-
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gories and major phrasal categories, and (ii) a system of subcategori­
zation in which lexical categories subcategorize major phrasal cate­
gories. (I am grateful to Kenneth Hale for help on this paragraph; 
see also section 9.5.) 

Notice how this theory of conceptual structure overcomes a num­
ber of the difficulties with first-order logic pointed out in the previ­
ous section. Instead of constants and variables, we have conceptual 
constituents of various ontological categories. Instead of predicates 
that map into propositions when their argument places are filled, we 
have functions that map into major ontological categories when their 
argument places are filled. In short, we use the same formal device, 
function-argument structure, but with a much richer range of func­
tion and argument types. This enables us to represent "The man put 
the book on the table," for example, without sacrificing expressive 
accuracy, without inverting the functional dependence of syntactic 
elements, and without introducing syntactically unmotivated con­
nectives such as conjunction. Furthermore, we can treat in a perfectly 
general fashion the relation between strict subcategorization in syn­
tax and argument places in conceptual structure. 

One result of this is that a sentence like "The book is on the table" is 
to be regarded as a two-place relation between a [THING] and a 
[PLACE], mediated by the verb "be."9 The preposition "on" is no 
longer a two-place predicate but a one-place function mapping a ref­
erence object, a [THING], into a [PLACE]. Analogously, then, the 
indexical phrase "here" in "The book is here" is a zero-place function 
(a functional constant) that maps into a [PLACE]; the value of the 
constant is determined pragmatically, as discussed in section 3.2. This 
is exactly parallel to the indexical pronoun "that," a zero-place func­
tion that maps into a [THING] in sentences like "I bought that." Thus 
we avoid the paradoxical result that "here" is both a constant and a 
one-place predicate. 

This theory does not yet determine which phrases in a sentence are 
referential, the information expressed by the existential quantifiers in 
first-order logic. Toward that end, observe that, in natural language, 
referentiality is the unmarked case, not a condition that requires an 
overt marker such as a quantifier. By contrast, the nonreferential use 
of a phrase in a sentence can generally be traced to the presence 
somewhere in the sentence of an explicit lexical or grammatical 
marker. Such markers include future tense, modal functions such as 
"possible," predicative verbs such as "be" and "become," and verbs of 
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propositional attitude. Each of these elements affects referential sta­
tus in a characteristic fashion (see sections 5.4 and 6.1, chapter 11, 
Jackendoff (1972, chapter 7), and Jackendoff (1975b). This distribu­
tion of referential phrases in natural language can be expressed in 
preliminary form as the following principle: 

Referenti,ality Principle 
Unless there is a linguistic marking to the contrary, all phrases that 
express conceptual constituents are referential. 

According to the Referentiality Principle, "The man put the book 
on the table" refers to an #event#, three #things#, and a #place#­
the projections of the five conceptual constituents in (4.13b). This 
eliminates the need for those existential quantifiers and bound 
variables in first-order logic that serve the purpose of directly repre­
senting referentiality. This does not exclude the possibility of quan­
tifier-like operators in conceptual structure, but they can be limited to 
genuine cases of quantification like "all" and "every." (See the end of 
the next section for further remarks.) 

4.3 Conceptual Relations Other Than Function-Argument 

So far we have considered only modifiers that are strictly subcate­
gorized by the head of the phrase and that are treated semantically as 
a functional argument to the head. A number of other kinds of 
modifiers deserve mention, none of which is strictly subcategorized 
by the head. I will only try to characterize them very roughly. 

Restrictive modifiers add further conditions on the character or 
identity of the possible referents of the expression. ( 4.14) presents 
some examples, with the restrictive modifiers in italics. 

(4.14) a. In NPs: 
1. the red hat 
11. the man who came to dinner 
m. a dog from Australia 
1v. Sarah's pajamas 

b. In Ss: 
1. Jack quickly dropped the diamonds. 
11. Heather bopped Bradley on the head with a cucumber. 
m. Nicholas made everyone happy by eating his lunch. 
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c. In APs: 
1. quietly obnoxious 
ii. yellow with age 
iii. tired from overwork 

d. In PPs: 
i. straight down the street 
ii. high on the hill 
iii. up the hill toward the river 

Jackendoff (1977a) argues that most restrictive modifiers in English 
are represented syntactically as daughters of the appropriate dou­
ble-primed phrasal category. One exception is the possessive NP 
(4.14a.iv), a daughter of the major phrasal category NP. 

These modifiers have received varied treatment within first-order 
logic. The nominal modifiers ( 4.14a) are generally treated as predi­
cates conjoined to the predicate standing for the head noun, for in­
stance, "the x such that x is a hat and x is red," "the x such that x is a 
man and x came to dinner," etc. The advantage of this representation 
is the ease of existential generalization: one can get directly from 
"There is a red hat here" to "There is something red here" by the 
inference rule p & q - p. One disadvantage is, as usual, that this rep­
resentation is so distant from the syntax. Another is that, by cutting 
the interpretation of the adjective loose from that of the head noun, 
this representation cannot account for the interpretation of syncate­

gorematic adjectives such as "good" and "big," whose precise inter­
pretation depends on the identity of the head (goodness in a knife is 
different from goodness in a nurse, and a big mouse is smaller than a 
small elephant). 

Different treatments of manner adverbs (4.14b.i) have been pro­
posed by Davidson (1967a), Parsons (1972), and Thomason and Stal­
naker (1973). Fodor (1972) points out some difficulties in Davidson's 
approach; each of them has difficulties dealing with the others' 
examples. Only Davidson's analysis brings out the semantic and syn­
tactic parallelism between the adverb-verb relation and the adjec­
tive-noun relation-an important consideration for the Grammatical 
Constraint (one would, for example, want similar treatment of "re­
cover quickly" and "quick recovery"). As for most of the other ex­
amples of restrictive modification in (4.14), I am unaware of any 
semantic treatment in print. 
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For present purposes, it is sufficient to furnish a provisional nota­
tion to express the relationship of restrictive modification uniformly 
across categories. The crucial properties of this notation are (1) that 
the modifier itself forms a conceptual constituent, (2) that the mod­
ifier forms a part of the conceptual constituent expressed by the 
major phrasal category that contains it, and (3) that the modifier is 
not a functional argument. (4.15) illustrates the notation with rep­
resentations of some of the examples in (4.14). 

(4.15) a. rTHING j 
HAT 

[:~PERTY] 

b. EVENT 
DROP ([JACK], [DIAMONDS]) 

[
MANNER] 
QUICKLY 

c. r PROPERTY 
OBNOXIOUS 

[
MANNER] 
QUIETLY 

d. PATH 

[
THING] 

DOWN ( STREET ) 

[
PROPERTY] 
STRAIGHT 

(4.14a.i) 

(4.14b.i) 

( 4. l 4c.i) 

(4.14d.i) 

This representation is still crude, in that it does not account for 
syncategorematicity. For such cases, the modifier must be connected 
with some internal part of what we have so far treated as an unde­
composable head. For example, the reading of "big" must affect a 
feature of stereotypical size (see chapter 8); the reading of "good" 
must affect a feature of stereotypical function (see Katz ( 1966, 288-
317)). For a different and worse case (pointed out to me by R. 
Oehrle), the reading of "missing" in "There is a missing spark plug" 
must affect some feature of identifiability. 

For the simple, nonsyncategorematic cases such as "red," it is nec­
essary to provide an inference rule that derives the desired existential 
generalization. Taking C to be the ontological category of the con-
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ceptual constituent in question, and X and Y to be collections of 
internal constituents, we may state the rule as (4.16). 

(4.16) 

This rule says that if (4.15a) is a conceptual constituent, one may derive 
(4.17a) ("a hat'') and ( 4.17b) ("something red") . Similarly, if ( 4.15b) is 
a conceptual constituent, one may derive (4.17c) ("Jack dropped the 
diamonds") and (4.17d) ("something happened quickly"). 

(4.17) a. [THING] 
HAT 

b. [THING l 
[:~PERTY] 

c. [EVENT ] 
DROP ([JACK], [DIAMONDS]) 

d. [ E[ ~!%~ER] l 
QUICKLY 

I will only briefly mention three other kinds of modifiers: nonre­
strictive modifiers, measuring or bounding modifiers, and logical 
modifiers. Nonrestrictive modifiers are best exemplified by appositive 
relative clauses in NPs (4.18a), but they also occur as appositives in 
other major phrasal categories and as sentential adverbials. 

(4.18) a. In NPs: 
Bill, who is missing a tooth, is going to the dentist. 
Poor Max lost his marbles. 

b. In Ss: 
John hit the nail with a hammer, which surprised no one. 

(EVENT antecedent) 
John hit the nail with a pliers, which I would never do. 

(ACTION antecedent) 

{

fortunately.} 
John hit the nail, of course. 

I think. 
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c. In APs: 
Martha is proud of her height, which you'll never be. 

d. In PPs: 
We went from Aspen to Denver, which seems like a long way, 
in less than four weeks. 

There are several well-known differences, both syntactic and seman­
tic, between these and restrictive modifiers (see Jackendoff (1977a, 
sections 4.1, 7.2, 7.3, and 7.9)). For present purposes it is sufficient to 
note that they do not contribute to the identification of a referent, 
but instead comment on a referent already identified by the rest of 
the major phrasal category. 

Measuring or bounding modifiers set specifications on the interpreta­
tion of the feature BOUNDED (see chapter 3, note 9). They occur in 
all the major phrasal categories. 

(4.19) a. In NPs: 
three tamales 
a number of objections 
six inches of rope 

b. In Ss: 

G 
little bit. } 

They walked around the tree hree times. 

c. In APs: 
nine feet tall 
a little bit tired 

d. In PPs: 
eight miles down the road 
far into the night 
along the road a little ways 

or nine minutes. 

Again, I do not want to make any strong proposals about the con­
ceptual structure of these modifiers. I simply want to point out that 
this type of modification is semantically distinct from the other types 
observed so far. 

Finally, logical modifiers include not only the familiar definite article, 
NP quantifiers, and sentential negation, but also the quantifiers 
within all the different ontological categories, as illustrated in (3.12). 
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Moreover, the logical modifiers must include, in addition to the stan­
dard universal and existential quantifiers of logic, such distinctions as 
those among the so-called universal quantifiers "all," "every," "each," 
and "any" (Vendler (1967)), between stressed and unstressed "some," 
and between the negative "few" and nonnegative "a few" (Klima 
(1964)). The semantic treatment of wk-morphemes ("who," "which," 
"why," etc.) also belongs in the theory of logical modification, since, as 
is well known (Klima (1964), Jackendoff (1972, chapter 7), Chomsky 
(1977)), these morphemes share much of their behavior with quanti­
fiers and negation. 

While I will offer no general theory of quantification here (and this 
is a serious gap in my critique of first-order logic), we see that the 
range of constructions that an adequate theory must account for is 
considerably larger than usually considered. Moreover, the interac­
tion of definite descriptions with discourse phenomena (see, for ex­
ample, Webber (1978)) and the interaction of quantification with verb 
meanings (see section 10.3) make it harder to conceive of a relatively 
self-contained theory of quantification than is often assumed. 

Some facets of traditional quantification theory have been treated 
in the present framework. The Referentiality Principle eliminates the 
need for a whole class of quantified constructions. Chapters 5 and 6 
deal with the nonreferentiality of predicate NPs; chapter 11 provides 
a solution to the referential puzzles of belief-contexts. A number of 
other scope phenomena are discussed in Jackendoff (1972, chapter 
7), some of which interact intimately with the theory of bounding and 
multiplicity (see chapter 3, note 9). Thus a general form of approach 
to the problems addressed by traditional quantification should be 
evident, even if a full account is as yet lacking. 

The point of listing all these different sorts of modification is to see 
that there are at least five different ways of embedding a conceptual 
constituent within another, only two of which-functional argument 
and perhaps some aspects of quantification-are adequately ex­
pressed in first-order logic. The conclusion therefore is that concep­
tual structure must be richer than first-order logic not only in the 
class of major ontological categories and functional types, but also in 
its principles of combination. 
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4.4 Compositionality 

In chapter 1 we distinguished between strong and weak versions of 
the compositionality of syntax vis-a-vis semantic interpretation. The 
strongest version is that every syntactic constituent in a sentence must 
correspond to an independent and identifiable contiguous piece of 
semantic structure. The weakest version is that each part of the sen­
tence must somehow contribute to the whole, but not necessarily as a 
discrete piece; the contributions of various constituents may be freely 
interwoven. 

We have arrived at a hypothesis intermediate between these two, 
though closer to the strong version: every major phrasal constituent 
in a sentence corresponds to a conceptual constituent in the semantic 
structure of the sentence. 10 However, with one exception, there are 
no conceptual constituents corresponding to single- and double­
primed categories. The exception is ACTION, which corresponds to 
VP (V"). We have not yet considered how ACTION constituents are 
derived; we will return to this problem in section 9.4. 

Given the Grammatical Constraint, one might well ask why there 
should be intermediate single- and double-primed phrase categories 
that have no independent interpretation. My conjecture is that they 
help make up for the lack of differentiation in syntactic dependency 
compared to the variety of semantic dependencies. While there are at 
least five ways for semantic constituents to be embedded, syntax has 
only a single dependency relation, that of node X being a daughter of 
(dominated by) node Y. 

In support of this conjecture, observe that syntax tends to group 
modifiers of different types under different intermediate nodes. For 
instance, in English, functional arguments other than subjects are 
under single-prime nodes; restrictive modifiers are mostly domi­
nated by double-prime nodes; and nonrestrictive modifiers are 
mostly dominated by major phrasal nodes. These tendencies are not 
absolute even in English, and they apparently differ somewhat from 
language to language (see Jackendoff (1977a, sections 4.1, 10.2)). 
However, insofar as one can trust teleological arguments, it appears 
plausible that the function of the intermediate phrasal nodes is to 
provide enough syntactic distinctions for expressing the variety of 
subordination relations in semantics, rather than to express a wider 
variety of independent conceptual constituents. 



Chapter 5 
Categorization 

An essential aspect of cognition is the ability to categorize: to judge 
that a particular thing is or is not an instance of a particular category. 
A categorization judgment is expressed most simply in English by a 
predicative sentence such as "a is a dog" and represented in first­
order logic by an atomic sentence such as "Da." This chapter will 
develop the basic elements of conceptual structure necessary to rep­
resent categorization. 

We should note at the outset that categorization judgments need 
not involve the use of language: they are fundamental to any sort of 
discrimination task performed by dogs or rats or babies. In order to 
reliably press one lever when presented with a square and another 
when presented with a circle, an animal must make a judgment about 
the proper categorization of the newly presented stimulus. It must 
also distinguish experimental stimuli from food, other animals, the 
bars of the cage, and so forth. More generally, the ability to cate­
gorize is indispensable in using previous experience to guide the in­
terpretation of new experience: without categorization, memory is 
virtually useless. 1 Thus an account of the organism's ability to cate­
gorize transcends linguistic theory. It is central to all of cognitive 
psychology. 

5.1 Preliminary Formalization 

The usual logical metalanguages explicate atomic sentences in terms 
of the conditions under which they are true: 
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(5.1) 
a. Da (Tarski) 
b. the extension of "a" is a member 

of the extension of "D" (set-theoretic 
semantics) 

"Da" is true iff c. what "a" maps into in some model 
is a member of the set that "D" maps 
into (model-theoretic semantics) 

d. among the semantic markers of "a" is 
the marker [ + D] (Katz)2 

These treatments all make an assumption that we rejected in chapter 
2: a fixed, preestablished connection of truth between sentences and 
the real world.3 By contrast, we are concerned with how the organism 
makes the judgment, or with what is involved in grasping an atomic 
sentence. We thus take the theory of categorization to concern not 
whether a particular categorization is true, but what information and 
processing must be ascribed to an organism to account for its cate­
gorization judgments. 

Since there can be no judgment without representation, categori­
zation cannot be treated simply as the organism's comparison of some 
component of reality "a" to a preexisting category of dogs. Rather, 
the comparison must be made between the internal representations 
of a and of the category of dogs. Moreover, categorization can in­
volve input through any combination of sensory media-vision, lan­
guage, smell, and so forth. Thus the mechanism of categorization 
must be assigned to the level of conceptual structure, where all these 
types of information are available. In short, a categorization judgment is 
the outcome of the juxtaposition of two conceptual structures. 

We will refer to the representation of the thing being categorized 
as a [TOKEN] concept and that of the category as a [TYPE] concept. 
The [TOKEN], corresponding to the constant of a first-order logic 
atomic sentence, is a concept of the sort discussed in chapter 3: a 
mental construct of potentially elaborate internal structure, which 
can be projected into awareness as a unified #entity#. Chapter 3 
showed that [TOKENS] exist across a wide range of major ontologi­
cal categories; we may thus speak of [THING TOKENS], [PLACE 
TOKENS], [EVENT TOKENS], and so forth. 

A [TYPE] concept is the information that the organism creates and 
stores when it learns a category. Since #entities# of different on-
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tological categories can be categorized, [TYPES] likewise divide into 
[THING TYPES], [PLACE TYPES], [EVENT TYPES], etc. 

A categorization judgment might be represented formally in two 
ways. The first resembles first-order logical notation, in that the 
[TYPE] concept is treated as a one-place predicate whose argument is 
a [TOKEN]. This gives a representation like (5.2) for "a is a dog." 

(5.2) [~~~NG TYPE <[~HING TOKEN])] 

Alternatively, the [TOKEN] and the [TYPE] may both be variable­
free structures that are compared by a two-place function. Such a 
formalization resembles the set-theoretic notation "a E D," with the 
two-place function playing the role of the relation "E": 

(5.3) IS AN INSTANCE OF <[~HING TOKEN], 

[
THING TYPE]) 
DOG 

The theory of syntax-semantics correspondence developed in 
chapter 4 provides preliminary evidence in favor of the latter for­
malization. In that theory, NPs correspond to variable-free concep­
tual constituents, and verbs correspond to functions whose argument 
places are filled by strictly subcategorized syntactic categories. The 
typical categorization sentence "a is a dog" contains two NPs con­
nected by the verb "be." Thus (5.3) corresponds in the proper way: 
the subject and predicate NPs correspond to the two arguments, and 
the verb "be" translates into the function IS AN INSTANCE OF (x, 

y). By contrast, (5.2) is a version of the theory of common nouns as 
predicates, which section 4.1 rejected. 

However, (5.3) does not specify what the two-place function com­
paring the two relata maps into. In predicate logic or set theory, the 
answer would be a truth value; the categorization would be either 
true or false. But truth values are not part of our metalanguage. 
Rather, according to the correspondence principles of chapter 4, the 
function must map into a conceptual constituent belonging to a major 
ontological category. 

The proper category would appear to be [STATE TOKEN]. Just in 
case a [STATE TOKEN] with internal structure (5.3) turns out to be 
projectable, the organism experiences it as #a state that obtains in the 
world#-in other words, it makes a positive categorization judg-
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ment. Thus "(5.4) is projectable" is our metalanguage's counterpart 
of the expression "'Da' is true" in the metalanguage of logic. 

(5.4) [STATE TOKEN 

IS AN INSTANCE OF ([~HING TOKEN]' 

[;;~tG TYPE])] 
Notice that in this formalism it is just as easy to categorize [TO­

KENS] of other major ontological categories. For example, (5.5) as­
serts that a is a case of Max sleeping. 

(5.5) STATE TOKEN 

IS AN INSTANCE OF c[!VENT TOKEN], 

[ ::::p~ [ if !NG TOKEN l i] i1 

In addition to the function IS AN INSTANCE OF, we need an 
operator that I will call INSTANCE OF, which maps a [TYPE] con­
stituent into a feature of a [TOKEN] constituent. This feature en­
codes the presupposed category membership(s) of the [TOKEN]. For 
example, (5.6) is a [TOKEN] that has previously been judged to be an 
instance of [TYPE DOG]. 

(5.6) [THING TOKEN ] 

INSTANCE OF ([~~~NG TYPE]) 

The kinship of the operator INSTANCE OF and the function IS AN 
INSTANCE OF is intuitively obvious. Formally, the operator could 
be treated as an abstraction operator that binds the first argument of 
the function, e.g., A.x(IS AN INSTANCE OF (x, [TYPE])). Since for 
the moment nothing hangs on the exact formalization, though, I 
leave it in the simple form shown in (5.6). 
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The relation between the categorization judgment (5.4) and the 
presupposed categorization (5.6) can be expressed by inference rule 
(5 .7), a mapping from one class of conceptual structures into another. 

(5 .7) [STATE TOKEN J 
IS AN INSTANCE OF ([TOKEN];, [TYPE]j) -

[
TOKEN ] 
INSTANCE OF ([TYPE]i) i 

Using this inference rule, an organism that has made a categorization 
judgment about [TOKEN]; can incorporate the information about 
[TYPE]i into [TOKEN]; itself; or, using the rule in reverse, it can 
extract explicit categorization information from within [TOKEN]i 
into the form of a categorization judgment. 

A converse operator, which I will call EXEMPLIFIED BY, maps a 
[TOKEN] into a feature of a [TYPE] that it is an instance of. This 
operator is used for incorporating examples of a [TYPE] into the 
information listed in the [TYPE] concept itself, should one wish to do 
so. (5.8) shows the effect of incorporating the information that a is a 
dog into [TYPE DOG]. 

(5.8) THING TYPE 1 
DOG 

EXEMPLIFIED BY ([~HING TOKEN]) 

Parallel to (5.7), we can state an inference rule (5.9) that relates the 
operator EXEMPLIFIED BY to categorization judgments. 

(5.9) [STATE TOKEN l 
IS AN INSTANCE OF ([TOKEN];, [TYPE]i)_j -

[
TYPE ] 
EXEMPLIFIED BY ([TOKEN]i) i 

An interesting hypothesis emerges from this formalization of cate­
gorization judgments. In the first-order logic and set-theoretic no­
tations, tokens and categories are treated syntactically as entirely 
distinct: constants vs. predicates and elements vs. sets. In the present 
formalization, though, [TOKENS] and [TYPES] are less differenti­
ated: they are both variable-free conceptual constituents, marked in 
similar fashion for major ontological category. 
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Let us push this formal similarity further. We will claim that, aside 
from the distinction expressed by the TOKEN/TYPE feature oppo­
sition, the internal structures of [TOKEN] and [TYPE] concepts are 
organized by exactly the same principles; in other words, the con­
ceptual well-formedness rules are not bifurcated into rules specific to 
[TOKENS] and rules specific to [TYPES]. As a consequence, many if 
not all of the formal relations and processes that apply to [TOKENS] 
will also apply to [TYPES]. From this claim we will develop in chapter 
6 an important and unexpected consequence about the nature of 
logical inference. 

The next two sections will provide some evidence for the formal 
similarity of [TOKENS] and [TYPES], on cognitive and grammatical 
grounds, respectively. 

5.2 The Creativity of Categorization 

5.2.1 [TYPES] Contain Rules 
First note that one can in general identify novel #things# as #in­
stances of a known type#, such as #another chrysanthemum# or 
#another piano concerto#. This means that the internal structure of 
a [TYPE] cannot consist merely of a list of all the [TOKENS] one has 
encountered that instantiate it. A [TYPE] may of course list some 
prominent examples, as provided for in our theory with the operator 
EXEMPLIFIED BY. But the categorization process must also include 
a set of principles that may be used creatively to categorize arbitrary 
new [TOKENS]. 

Moreover, one can create new [TYPE] concepts at will. One of the 
simplest ways to do this is to construct, for an arbitrary [TOKEN];, a 
[TYPE] of THINGS LIKE [TOKEN];, where likeness can be deter­
mined along any arbitrary class of dimensions. For each of the 
indefinitely many [TOKENS] that one can construct in response to 
environmental stimulation, there are any number of such [TYPES]. 
These in turn can be used to categorize arbitrary [TOKENS]. 

The creativity of [TYPE]-formation shows that a [TOKEN] concept 
cannot consist merely of a list of all the [TYPES] it is an instance of, 
since there may be indefinitely many of these.4 Some [TYPE]-inclu­
sions may be explicitly encoded within the [TOKEN], by use of the 
operator INSTANCE OF-but by no means all. 

Now consider the function IS AN INSTANCE OF ([TOKEN], 
[TYPE]). Since a [TOKEN] is not a list of [TYPES], the function can-



Categorization 83 

not simply examine the [TOKEN] to see if the [TYPE] is included in 
it. Conversely, since a [TYPE] is not a list of [TOKENS], the function 
cannot simply examine the [TYPE] to see if the [TOKEN] is included. 
Such lookup functions, which relate categorization judgments to 
internal lists in the [TOKEN] and [TYPE], are present in the theory 
as inference rules (5.7) and (5.9). However, because of the creativity 
of categorization and of [TOKEN] and [TYPE] formation, they alone 
are not enough. The function IS AN INSTANCE OF must examine 
the internal structures of both relata for compatibility. 

The discussion so far already provides two arguments for the claim 
that the internal organization of [TOKENS] and [TYPES] is the same. 
First, such parallel organization would facilitate the operation of the 
function IS AN INSTANCE OF, which must make a comparison of 
the internal structures of a [TOKEN] and a [TYPE]. Second, the 
easiest formal way to derive a [TYPEL of THINGS LIKE [TOKEN]i 
would be to copy internal information from [TOKEN]i into [TYPE]; 
intact. This is only possible if a [TYPE] can be organized along the 
same lines as a [TOKEN]. 

We also have reason to reject Fodor's (1975) theory that all possible 
[TYPES] are innately given as unanalyzed monads: a [TYPE] without 
internal structure cannot be compared with novel [TOKENS] to 
yield categorization judgments. Moreover, Fodor's theory entails that 
there is only a finite number of [TYPES], since there is only a finite 
space in the brain for storing them all. This consequence Fodor 
seems willing to live with. But if one can generate new [TYPES] at will 
on the basis of given [TOKENS], then either the set of [TYPES] must 
be infinite, contra Fodor, or else the set of [TOKENS] must be finite 
and innate, a totally implausible conclusion. Section 7.5 will discuss 
Fodor's arguments for his theory, along with alternatives; for the 
moment we note that it is impossible to maintain such a theory in the 
face of the creativity of categorization. 

5.2.2 The Character of Rules Within [TYPES] 
We conclude therefore that [TYPE] concepts contain as part of their 
internal structure a set of principles, rules, or conditions that make 
creative categorization possible. These principles are not generally 
projectable; that is, they are not accessible to introspection. In this 
respect they parallel the characteristics of [TOKEN]-formation dis­
cussed in section 3.1. However, the unconscious character of rules 
for [TYPES] has been more widely remarked, and it is worth giv-
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ing some representative quotations to illustrate the scope of the 
phenomenon. 

What does it mean to know what a game is? What does it mean, to 
know it and not be able to say it? ... Compare knowing and saying: 

how many feet high Mont Blanc is­
how the word "game" is used-
how a clarinet sounds. 

If you are surprised that one can know something and not be able to 
say it, you are perhaps thinking of a case like the first. Certainly not of 
one like the third. 

(Wittgenstein (1953, 35-36)) 

Everyone has perceived such traits as suppressed anger in a face, gai­
ety in a movement, or peaceful harmony in a picture. Often these 
perceptions seem very direct. We do not first notice the tightness of 
the jaw and then infer the anger; more often it is the other way 
around. Such reactions are not so rare that cognitive psychology can 
afford to ignore them. According to many developmental psycholo­
gists, they are the rule rather than the exception in children. 

(Neisser (1967, 96)) 

Although the expert diagnostician, taxonomist and cotton-classer can 
indicate their clues and formulate their maxims, they know many 
more things than they can tell, knowing them only in practice, as in­
strumental particulars, and not explicitly, as objects. The knowledge 
of such particulars is therefore ineffable, and the pondering of a 
judgment in terms of such particulars is an ineffable process of 
thought. This applies equally to connoisseurship as the art of know­
ing and to skills as the art of doing, wherefore both can be taught only 
by aid of practical example and never solely by precept. 

(Polanyi (1958, 88)) 

Obviously, every speaker of a language has mastered and inter­
nalized a generative grammar that expresses his knowledge of his 
language [i.e., the category [SENTENCE OF LANGUAGE L]-RJ]. 
This is not to say that he is aware of the rules of the grammar or even 
that he can become aware of them, or that his statements about his 
intuitive knowledge of the language are necessarily accurate. 

(Chomsky (1965, 8))5 

What are the unconscious principles encoded in a [TYPE] concept 
like? Recalling that (5.4) is the conceptual equivalent of an atomic 
sentence "Da" of logic, we might be tempted to think of these rules as 
necessary and sufficient conditions, like Tarski's. But this cannot be 
the case: as we will see, categorization judgments follow the same 
yes/no/not-sure distribution that we encountered with #things# in 
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section 3.1. Since necessary and sufficient conditions cannot produce 
such a distribution, we have a preliminary argument against them. 
Here we will examine only two simple cases, leaving elaboration of 
the argument for chapter 7. 

Consider an operant conditioning experiment in which an animal 
is trained to signal discrimination between two types of stimuli. In 
learning the task, the animal has had to construct two [TYPE] con­
cepts. If it does not respond at all, it has not perceived an #instance 
of either type#; if it responds in one way or the other, the presented 
stimulus has been perceived as an #instance of one type and not the 
other#. Suppose, however, that the animal is trained on two different 
colors or pitches and tested on an intermediate one; or suppose that 
it is trained on red squares and blue circles and then presented with a 
red circle. In various situations of this sort, the animal may be unsure, 
and rightly so-we would be, too. (Pavlov apparently claimed he 
could induce neurosis in his animals if he set the tasks up right.) 
Moreover, it misses the point to ask which [TYPE] the novel stimulus 
is truly an instance of: these experiments are designed to explore the 
animal's capabilities for forming [TYPES], not to find out how good 
the animal is at ascertaining the truth. The latter goal hardly makes 
sense. 

Similarly, Labov (1973) presented human subjects with pictures of 
containers that differed in the ratio of width to height, asking them to 
label the pictures "vase," "cup," or "bowl." 

(5.10) 

UBG 
c. d. e. 

b. 
a. 

At certain ratios such as (5.lOa,c,e), the responses were relatively 
uniform; but at intermediate ratios such as (5.1 Ob,d), two different 
responses were equally probable. At these ratios, the choice is highly 
sensitive to context effects such as the exact form of the question or 
the immediately preceding examples. Such a graded response pat-



Cognitive Foundations of Semantics 86 

tern shows that the boundaries of "vase," "cup," and "bowl" are not 
precisely defined, as they would be if the [TYPES] were necessary 
and sufficient conditions. And again, the truth of the categorization 
judgment in these intermediate cases is not at issue: (5.10b) is what it 
is, and if one person chooses to call it "a vase" and another "a cup," is 
either of them wrong? 

We thus can identify four important characteristics both in non­
verbal categorization tasks such as discrimination and in verbal cate­
gorization tasks such as labeling: (1) judgments are made creatively 
and hence must be governed by a set of rules; (2) the rules are gen­
erally unconscious; (3) the judgments are distributed in a yes/no/ 
not-sure pattern and hence cannot be formalized by necessary and 
sufficient conditions; ( 4) it is odd to talk about the truth of the judg­
ments in the borderline cases. The interchangeability of these two 
sorts of tasks is pointed out in studies such as Rosch and Mervis 
(1975) and Rosch et al. (1976). Their similarity is a central argument 
for the position that categorization sentences are evaluated at the 
level of conceptual structure, where inputs can be compared inde­
pendent of modality. 

Moreover, these four characteristics of categorization are qualita­
tively entirely parallel to the characteristics of #thing#-perception 
discussed in section 3.1. (In particular, compare paradigm (5.10) to 
(3.5) of section 3.1.) In other words, we seem to be dealing with sys­
tems whose formal properties lead to the same sort of judgmental 
results. Although many different theories of the organization of 
[TOKENS] and [TYPES] might be made consistent with this gener­
alization, it is in fact a consequence of the theory we are proposing 
here: if [TOKENS] and [TYPES] have the same principles of internal 
organization, then individuation and categorization judgments can­
not help but have similar qualitative characteristics. 

5.2.3 Acquisition of [TYPES] through Ostensive Definition 
Since in general the rules encoded in a [TYPE] are not available to 
consciousness, they cannot be explicitly taught. Rather, as Polanyi 
points out in the passage just quoted, a good proportion of [TYPE] 
teaching is necessarily limited to the presentation of examples, leav­
ing the student to figure out the principles. That is, much [TYPE] 
learning (and all of it in nonverbal organisms) takes place at best 
through the examination of a number of #things# stipulated to be 
#instances# or #noninstances# of the type in question. Wittgenstein 
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(1953) exercises himself a great deal over how such learning could 
possibly take place at all, in the face of underdetermination of the 
rules by any given amount of evidence. The trouble is that it does 
indeed occur. 6 

In order to account for [TYPE] acquisition on the basis of such 
ostensive definition, we must presuppose an active, unconscious 
mental process that can construct [TYPES] from the information in 
the [TOKENS] given as examples and nonexamples. I am inclined to 
consider the theory of this process to be about the most fundamental 
problem of cognitive psychology. At the very least it is responsible for 
all generalization of experience into a form usable as a guide to fu­
ture action. In a grander guise, it is the unconscious force behind 
creativity in science and art, the "ripening" of unattended ideas that 
eventually spring into awareness fully formed. 

Miller and Johnson-Laird (1976, 215) discuss this process basically 
in despair: " ... we do not know how perceptual paradigms develop 
from perception of a finite number of exemplars. Conditions affect­
ing the rate and accuracy of inductive learning have been studied in 
psychological experiments, but the process itself remains a mystery." 

In the present formalism, the problem can be stated as follows. On 
the basis of stipulated examples, inference rule (5 .9) can be invoked 
repeatedly to construct a [TYPE] concept that consists of a list of the 
presented [TOKENS], like (5 .11). 

(5.11) TYPE 
EXEMPLIFIED BY [TOKEN]; 
EXEMPLIFIED BY [TOKEN]; 
EXEMPLIFIED BY [TOKEN]k 

For creative categorization, though, the information within the [TO­
KENS] must be extracted and generalized into a [TOKEN]-indepen­
dent set of principles. The problem of learning from ostensive 
definition can thus be restated in terms of asking what happens to the 
[TOKEN] information in the extraction process. 7 

It would obviously be a formal advantage for the acquisition pro­
cess if the information extracted from [TOKENS] and the resulting 
information in [TYPES] were of essentially the same organization­
especially since once the principles are constructed, they will be 
turned around and compared with information in new [TOKENS]. 
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In fact, in all the attempts I have seen to characterize aspects of per­
ceptual learning (e.g., Winston (1970), Rosch and Mervis (1975), 
Miller and Johnson-Laird (1976)), such a relationship of [TOKEN] 
and [TYPE] information is taken for granted. In general, [TYPE] 
information may be less highly specified in some respects and more 
highly specified in others (see chapter 8), but the two kinds of infor­
mation are easily interchangeable. 8 

5.3 Linguistic Treatment of [TOKENS) and [TYPES) 

We turn now to evidence from the Grammatical Constraint that 
[TOKENS] and [TYPES] have parallel internal structure. The fun­
damental fact here is that [TOKENS] and [TYPES] of a given on­
tological category are expressed by the same syntactic category, and 
may have the same range of internal syntactic structure. For instance, 
both [THING TOKENS] and [THING TYPES] are expressed by 
NPs, not by nouns and verbs respectively, as predicate logic might 
lead one to expect. 

To elaborate this argument, notice the semantic effect of different 
choices for the NP after "be" in (5.12). 

(5.12) a. Clark Kent is a reporter. 
b. Clark Kent is Superman. 
c. Clark Kent is the man drinking a martini. 

(5.12a) expresses a categorization judgment of the form (5.13a). 
(5.126), however, expresses the identity of two [TOKENS] , so its 
semantic structure (5.136) involves a different relationship between 
the two relata, which I will call JS TOKEN-IDENTICAL TO. 

(5.13) a. [STATE TOKEN 

IS AN INSTANCE OF <[THING TOKEN] 
CLARK KENT , 

[
THING TYPE]) 
REPORTER ~ 
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b. [STATE TOKEN 

IS TOKEN-IDENTICAL TO ([THING TOKEN] 
CLARK KENT , 

[
THING TOKEN])] 
SUPERMAN 

( 5. l 2c) is ambiguous between these two readings. 9 On the token­
identity reading, the definite article serves as a demonstrative-"that 
one over there, the man drinking a martini." On the categorization 
reading, the definite article expresses uniqueness of the categorized 
[TOKEN] within its [TYPE]: "Here's how you can tell which is Clark 
Kent: he will be the (only) man drinking a martini ." In general, an 
indefinite NP in predicate position leads to a [TYPE] reading like 
(5.13a); a proper noun leads to a [TOKEN] reading like (5.136); a 
definite NP may lead to either, but various modifiers such as de­
monstratives and "only" may restrict the choice. (Note that the 
modifiers that explicitly distinguish the two readings are mutually 
incompatible: "that only man drinking a martini" is unacceptable.) 

The possibility of both (TOKEN] and [TYPE] readings in (5.12) is a · 
property of this particular syntactic position and this choice of verb. 
In other positions, such as the subject of "walk in" or the object of 
"buy," all NPs express [TOKENS], regardless of definiteness. 10 

(
5

.
14

) a. {t::r:::e~rinking a martini} walked in. 

Clark Kent 

b. Max bought {:h~
0

J~g in the store.} 
Snoopy. 

In other words, it is the verb "be" that is responsible for the choice of 
readings for the NPs in (5.12).11 

Now consider the two functions IS TOKEN-IDENTICAL TO and 
IS AN INSTANCE OF. In set-theoretic semantics, these would be 
entirely unrelated: the former is"=" and the latter "E". Similarly, in 
predicate logic, token-identity is expressed by"=" and categorization 
by predicate-argument structure. These analyses seem to suggest that 
the verb "be" has two unrelated readings; it is just coincidence that 
a single morphological form expresses both token-identity and 
categorization. 
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In the present theory, though, these two functions are not so dif­
ferent. IS AN INSTANCE OF must compare the structure of its first 
argument with that of a [TYPE] in the second argument. IS 
TOKEN-IDENTICAL TO must compare the structure of the first 
argument with that of a [TOKEN] in the second argument- which 
may include [TYPE]-information embedded under the operator IN­
STANCE OF. Since there is no reason to believe that the two func­
tions make any different use of the [TYPE] information in the second 
argument, IS TOKEN-IDENTICAL TO must do all the work of IS 
AN INSTANCE OF, and more . 

Suppose, as we have been claiming, that [TOKEN] and [TYPE] 
structures are not internally distinguished. Then it is possible for 
there to be a function one of whose argument places is indifferently a 
[TOKEN] or a [TYPE]. Such a function need not be a disjunction of 
unrelated functions, as it would have to be in predicate logic or 
set-theoretic semantics; it can simply be insensitive to the feature op­
position TOKEN/TYPE. In this case, it can be claimed that IS 
TOKEN-IDENTICAL TO and IS AN INSTANCE OF are not only 
related, but in fact the very same function. That is, the verb "be" sur­
rounded by two NPs has only a single reading, which we may call BE 
(x, y), capable of comparing either two [TOKENS] or a [TOKEN] and 
a [TYPE]. This is just the sort of explanatory advantage that the 
Grammatical Constraint leads us to seek. 12 

If "be" were an isolated example, we might be able to live with the 
position that it expresses two distinct functions, one for [TOKENS] 
and one for [TYPES]. However, a variety of verbs display similar be­
havior, and under this hypothesis all of them would have to be lexi­
cally split. Here are three cases. 

(5 .15) {a. President Roosevelt.} 

{
looks like} b f 1. . . Clark . a amous po 1t1oan. 
resembles 

1 c. a turt e. 

(S. l
5

) Max {~s look~ng for}{:: ~~;i:
1
~: of mine. } 

1s seekmg h 1. . . c. an onest po 1t1oan. 

(5.17) h. . fi {a. Clark. } T 1s suit ts 
b. a seven-year-old boy. 

In the (a) cases, the second NP clearly expresses a [TOKEN]. In the 
(c) cases, though, it expresses a [TYPE], and the (b) cases are ambigu-
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ous. In the [TYPE] reading, there is no particular turtle that Max 
resembles, Max would be satisfied with any old honest politician, and 
the suit is seven-year-old-boy size. 13 

But do we want to say that comparing Clark on the basis of 
[TOKEN] criteria is essentially a different process from comparing 
him on [TYPE] criteria? Or that Max's quest is different if [TOKEN] 
rather than [TYPE] features are his criteria for success? Or that one is 
making an essentially different assertion about the size of the suit in 
the two cases? My intuition is that these are not distinct senses, and 
that a lexical split in these verbs would serve no purpose other than 
formal necessity. It would be far better to explain the morphological 
unity of these verbs by claiming that they express a single function, 
and that only the TOKEN/TYPE feature of the second argument 
varies. Under the theory that [TOKENS] and [TYPES] are st1 .1ctur­
ally compatible conceptual constituents, this is the most natural ac­
count. By contrast, it is not an account especially congenial to the 
predicate logic or set-theoretic notations for categorization. Thus 
these verbs provide further confirmation for the unification of [TO­
KEN] and [TYPE] structure and for the conceptual unity of the verb 
"be." (This argument will be extended in section 6.1.) 

5.4 The Nonprojectability of [TYPES] 

The reader may have noticed my careful avoidance of the issue of 
reference in the previous section. The time has now come to ask the 
fateful question: What is the reference of an NP that expresses a 
[TYPE]? 

According to the view of reference developed in chapter 2, the 
reference of a linguistic expression must be an #entity# projected 
from the conceptual structure the phrase expresses. Considerable 
effort was spent in chapter 3 to demonstrate that [TOKENS] of many 
major ontological categories are projectable into visual experience, 
and hence that many more linguistic expressions refer than are usu­
ally assumed to. This section, by contrast, will claim that [TYPES] as 
such have no projection, and hence that phrases expressing [TYPES] 
are nonreferring. 

Let us see what such a claim would mean. It does not deny the 
existence of [TYPES]; the conceptual processing involved in making 
categorization judgments must go on whether or not [TYPES] have 
projections. The claim is simply that [TYPES] do not correspond di-
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rectly to experience. We can't point to a #type# but only to #in­
stances of a type#, which is why one must learn [TYPES] indirectly, 
on the basis of ostensive definition. 

Without being projected, [TYPES] can still contribute vitally to 
the character of experience. For example, when we see #something# 
as #a dog# ("Lo! A dog!"), we are seeing #it# as #an instance of 
a type#, and this is a different experience from seeing #it# as 
#Rover# (i.e., simply as a #token#) or as #a brown physical object# 
(i.e., #instance of a different type#). We can even use pragmatic 
anaphora to signal that a #token# is to be seen in the role of #in­
stance of a type#, as in (5.18). 

(5.18) Those [pointing to a single Cadillac] are expensive. 

But is one seeing a #type# under these conditions? I don't think 
so. The #token# has not disappeared, as for instance #the faces# do 
when one is seeing #the vase# in (2.2). At most the character of the 
#token# changes as different categorizations are attended to. One 
experiences the [TYPE] only through the character of its projected 
#instance#. 

Many previous semantic theories have been hampered by regard­
ing a categorization judgment as the grasping of something true 
about the real world. This inevitably leads one to search for some­
thing in the real world that the categorization judgment is about: a 
category to which things may belong. 

But theories of reference for category terms have been notably 
unsuccessful. Among the more popular have been (1) a stereotypical 
instance; (2) a mental image of a stereotypical instance; (3) the good 
old Platonic essence (e.g., of "dogness"); (4) the extension of the 
predicate (e.g., the set of all dogs). Stereotypes have well-known 
problems. For example, does the stereotypical animal have any par­
ticular number of legs? If so, how can it be representative of animals 
with a different number? If not, how can it be representative of ani­
mals at all, since surely every instance does have a particular number 
of legs? (See Fodor, Bever, and Garrett's (1974, 152-162) summary 
of these arguments. We return to stereotypes in chapter 8.) The 
Platonic essential animal suffers from the same problems, not to 
mention the difficulty many of us have with the idea of Platonic es­
sences out there somewhere, just waiting to be grasped. 

Thus, most theorists seem to have settled on the notion of extension 
as the proper explication of categories; it looks nice and objective. 
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But in fact it too leads to serious trouble. Putnam (197 5) constructs an 
argument that senses and extensions cannot be related in the way 
they are supposed to be. According to the usual assumptions, the 
language user grasps the senses of the words he uses, and the sense of 
a word determines its reference (i.e., its extension). However, Put­
nam argues in detail that what one knows cannot in general deter­
mine the extension of the word. 14 For instance, the things that one 
judges to be gold may or may not really be gold, and it may be that 
only an expert can tell, or maybe only an expert two centuries from 
now or on another planet. Thus the sense of the word "gold" - that 
is, the knowledge on which one supposedly bases judgments-does 
not determine the extension. 

Putnam concludes from this that one does not know what "gold" 
really means. But where else is there to put word meanings but in 
people's minds? 15 One must either deny that there are such things as 
word meanings or else (like Katz ( 1980)) treat meanings as Platonic 
entities that we humans grasp only imperfectly. Such tactics, how­
ever, totally remove semantics from the domain of psychology; it is 
not the semanticist's business anymore to ask how people internalize 
language . Inasmuch as our central concern here is human linguistic 
and cognitive ability, we must find a different way out of Putnam's 
argument. I vote for giving up the assumption that reference equals 
real-world extension. 

Chapter 2 argued that, in the case of [TOKENS], the theory should 
substitute projected-world extension for real-world extension. In this 
way, sense still determines reference - almost trivially so, since pro­
jected-world #entities# are mental constructs isomorphic to a subset 
of conceptual structures . But consider a parallel substitution (e.g., the 
set of all #dogs#) for the extension of [TYPE] concepts. One cannot 
experience the set of all #dogs# as one experiences an individual 
#dog#, especially when we include not only all past and future 
#dogs# but all possible #dogs# , whatever they are. In fact, it is not 
even clear that the notion of the set of all #dogs# is coherent. Such 
an attempt to provide an extension for [TYPE] concepts seems to 
account for little besides the theorist's desire to provide extension 
equally for [TOKENS] and [TYPES]: it does not correspond to any­
thing in experience, ~nd it does no computational work. · 

In the absence of a viable candidate for the projection of [TYPE] 
concepts, then, we may conclude that [TYPES] have no projection. 
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Turning back to issues oflanguage, this means that "a dog" in "That 
is a dog" is a nonreferring expression, since it expresses a [TYPE]. It 
therefore contrasts with the same NP used in "A dog bit me," which 
expresses a [TOKEN] and so refers to a particular #dog#. As ob­
served in the previous section, the difference is due to the semantic 
structure of the verb "be," which specifies that its second NP, if 
indefinite (or under various other conditions), expresses a [TYPE]. 
This property of "be" is what gives the NP after it the special charac­
teristics of a predicate nominal; a similar marking is present in all 
verbs such as "become" and "resemble" that condition the predicate 
nominal construction. 

This conclusion prompts a revision to the Referentiality Principle 
of section 4.2, which did not distinguish between [TOKEN] and 
[TYPE] constituents. An appropriate restatement for the moment is 
as follows: 

Referentiality Principle II 
Unless there is a linguistic marking to the contrary, all phrases that 
express [TOKEN] constituents are referential; phrases that express 
[TYPE] constituents are nonreferential. 

The evident analogy between designation by pointing and desig­
nation by use of clearly referential expressions like "Clark Kent" fuels 
an illusion that the purpose of language is to describe the world. Such 
a view, however, leaves mysterious the function ofnonreferential ex­
pressions such as predicate nominals-unless one posits notions like 
extension or Platonic essence for them to refer to. If, on the other 
hand, one takes the view that the purpose of language is to make 
one's internal structures projectable to others as #sounds#-i.e., to 
express thought-then there is nothing at all puzzling about non­
referential expressions. It is just that some internal structures corre­
spond directly to experience and some do not, a conclusion that 
should come as no surprise in any contemporary theory of mind. 



Chapter 6 
Semantic Structure Is 
Conceptual Structure 

Chapter 1 made a distinction in principle between two levels of 
mental representation: conceptual structure, the level at which lin­
guistic and nonlinguistic information are mutually compatible, and 
semantic structure, the level at which semantic properties of sen­
tences such as synonymy, anomaly, presupposition, and inference 
can be formally captured. In subsequent chapters I have not been 
especially careful to preserve the distinction, tending to use the term 
conceptual structure when talking about nonlinguistic matters and 
semantic structure when discussing the relation to language. 

The time has come to make good on my unscrupulousness. This 
chapter will argue that once enough machinery has been developed 
to meet the needs of conceptual structure, the semantic properties of 
sentences can be formalized with little further ado. It would there­
fore miss an important generalization to insist that there is a separate 
semantic level of mental representation, with its own special charac­
teristics, whose purpose is only to account for logical inference and 
the like. We will conclude that the terms semantic structure and concep­
tual structure denote the same level of representation. 

6.1 Generic Categorization Sentences 

Consider the three sentence types in (6.1). 

(6.1) a. A dog is a reptile. 
b. Clark Kent is Superman. 
c. Max is a dog. 

(Generic categorization) 
(Token-identity) 
(Ordinary categorization) 

(6. la) differs semantically from the others in that it is a generic sen­
tence; it makes an assertion not aboJt a particular individual but 
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about dogs in general. Its usual first-order logic translation (6.2a) 
involves a universal quantifier and a conditional, obviously quite far 
removed from n_atural language syntax. The set-theoretic notation 
(6.2b) looks more promising, in that it divides into three parts that 
correspond to the subject, verb, and predicate NP of (6. la) . 

(6.2) a. \fx(Dx - Rx) 
b. D ~ R 

However, since we have abandoned set-theoretic notation for ordi­
nary categorization sentences, generality requires us to abandon it 
here as well. 

Within the theory developed in chapter 5, (6. la) appears to express 
a judgment on the relationship of two [TYPE] concepts. Tentatively 
calling the relationship IS INCLUDED IN, we can formulate (6.3) as 
the appropriate conceptual structure. 1 

(6.3) [STATE : 
IS INCLUDED IN <[THING TYPE] [THING TYPE]) 

DOG , REPTILE 

I wish to show, however, that IS INCLUDED IN is identical to the 
function BE that is responsible for token-identity and ordinary cate­
gorization judgments. If so, the only thing that makes (6. la) a generic 
rather than an ordinary categorization sentence is that its subject ex­
presses a [TYPE] rather than a [TOKEN] - not that a different re­
lation holds between the two NPs. The evidence for this claim will 
parallel the evidence given in sections 5.2 - 3 for the conceptual unity 
of IS TOKEN-IDENTICAL TO and IS AN INSTANCE OF. 

First notice that there are no formal considerations standing in the 
way of collapsing IS INCLUDED IN and BE, as there would be if 
[TOKEN] and [TYPE] structure were as distinct as the constants and 
predicates of first-order logic. Since BE must in any event make use 
of [TYPE] structure embedded inside the [TOKEN] in the first ar­
gument, nothing prevents it from reading such information out of a 
[TYPE] as the outermost constituent. Moreover, since [TOKEN] and 
[TYPE] information are in large part formally compatible, it would 
be a loss of generality not to allow BE to apply to [TYPES] in the first 
argument. 

So far, this shows only the formal feasibility of treating IS IN­
CLUDED IN as a special case of BE. Grammatical and lexical struc­
ture give positive arguments for doing so. The evidence centers 
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around the fact that the same verb "be" occurs in all the sentences of 
(6.1). In set-theoretic notation it must express "C", "=", and "E", 

respectively; in predicate logic it expresses"-","=", and predicate­
argument structure. By contrast, the present theory assigns "be" an 
invariant translation in the context between two NPs. Thus, if one 
asks why the linguistic facts are the way they are, only the present 
theory offers an explanation. 

What are the grammatical criteria for translating the subject of 
(6. la) into a [TYPE] rather than a [TOKEN] constituent? Recall that 
in ordinary categorization sentences, the predicate NP is read as a 
[TYPE] because of a lexical property of the verb "be." The analysis of 
(6.la), however, is somewhat more complex. A combination of fac­
tors, including definiteness of the NP, choice of verb, and tense or 
aspect, combine to lead to the possibility of a generic [TYPE] reading 
in English. Let us survey these factors very roughly. 

Consider definiteness first, holding the verb "be" and the tense 
constant. If the subject is indefinite, as in (6. la), there is a generic 
reading. If the subject is definite, as in "The man is an idiot," there is 
only a [TOKEN] reading- unless the noun labels a species of animal 
or is read facetiously as one. For example, (6.4a) is ambiguous be­
tween categorization of a specific tiger and generic categorization of 
tigers; (6.4b) is similarly ambiguous, the generic reading having 
tongue-in-cheek overtones from treating "the linguist" as a species. 

(6.4) a. The tiger is a frightening beast. 
b. The linguist is a connoisseur of Chinese food. 

Next consider conditions on the verb. If the verb is stative (ex­
presses a [STATE]), all the NPs that express arguments of the verb 
must satisfy the definiteness conditions for a [TYPE]. Thus (6.5a) is 
generic, since all the NPs are indefinite, but (6.5b) is specific. 

(6.5) a. A cowboy has a gun . 
b. A cowboy has the gun (that you're looking for). 

If the verb expresses an [EVENT], it must appear in simple pres­
ent rather than present progressive. Thus (6.6a) is generic, (6.6b) 
specific. 

(6.6) a. A beaver builds a dam. 
b. A beaver is building a dam. 
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Whatever the peculiarities of these conditions (along with others I 
have not bothered to mention), the point is that the [TYPE] inter­
pretation this time is not the product of a special lexical marking on 
the verb, as it is in the case of the predicate NP. Rather, any verb can 
be used with a generically interpreted subject NP, provided a rather 
elaborate set of syntactic and semantic conditions is satisfied. 

What this means is that the semantic treatment of generic cate­
gorization sentences must be sufficiently general to apply equally to 
all kinds of generic sentences. If we choose a solution in which "be" 
expresses a different function in generic sentences, we must accept 
the consequence that every verb does so. Conversely, if our solution 
permits all other verbs to retain their semantic structure in generic 
sentences, there is no reason to single out "be" for special treatment. 
The best possible explanation of the linguistic facts is to claim that the 
reading of "be" remains constant, the interior information in the 
reading of the subject remains constant, and only the TOKEN/TYPE 
feature of the subject varies in the specific-generic alternation. 

Before considering another kind of evidence for the identity of BE 
and IS INCLUDED IN, let us mention some interesting formal con­
sequences. Section 5.1 proposed the operator INSTANCE OF to 
incorporate explicit categorization information into a [TOKEN] and 
stated inference rule (5.7) to relate incorporated [TYPES] to cate­
gorization judgments. 

(5.7) [STATE TOKEN ] 
IS AN INSTANCE OF ([TOKEN];, [TYPE]i) -

[
TOKEN ] 
INSTANCE OF ([TYPE]i) ; 

Generalizing categorization to [TYPE] inclusion makes possible a 
simple extension of INSTANCE OF, to explicitly incorporate a su­
perordinate (TYPE] into a [TYPE] concept, as in (6. 7) . 

(6. 7) THING TYPE 1 
DOG 

INSTANCE OF ([THING TYPE]) 
ANIMAL 

The inference rule that yields (6.7) from a generic categorization 
sentence is simply a generalization of (5.7): 
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(6.8) [STATE ] [X ] 
BE ([X]i, [TYPE];) +-+ INSTANCE OF ([TYPE];) i 

Thus we have simplified both the formal syntax of INSTANCE OF -
omitting the specification that it must be inserted into a [TOKEN]­
and the inference rule relating this operator to BE. These two sim­
plifications together give the system the capacity to incorporate cate­
gorization information explicitly into either [TOKENS] or [TYPES]. 

Similarly, the operator EXEMPLIFIED BY and its associated in­
ference rule (5.9) can be generalized to express both exemplification 
and subcategorization of [TYPES]. For example, [TYPE DOG] may 
include the sort of information given in (6. 9). 

(6.9) THING TYPE 
DOG 

EXEMPLIFIED BY <[THING TOKEN]) 
SNOOPY 

EXEMPLIFIED BY <[THING TYPE]) 
POODLE 

The generalized inference rule is (6.10). 

(6.10) [STATE J [TYPE J 
BE ([XJ;, [TYPE];) +-+ EXEMPLIFIED BY ([X]i) ; 

As a further illustration of the flexibility of [TOKEN] and [TYPE] 
structure, consider inference rule (6.11). 

(

6

.ll) [~NSTANCE OF ([~YPEJJ - [n 
Deriving from left to right, (6.11) incorporates into either a [TO­
KEN] or a [TYPE] certain features of a [TYPE] of which it is an in­
stance. Thus, for example, (6.12a) leads to (6.12b), and (6.13a) to 
(6.13b). 

(6.12) a. THING TYPE 
SPANIEL 

THING TYPE j 
DOG 

INSTANCE OF ( [THING TYPE] ) 
INSTANCE OF ( ANIMAL ) 
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b. THING TYPE 1 
SPANIEL 

INSTANCE OF ([THING TYPE]) 
ANIMAL 

(6.13) a. THING TOKEN 
SOCRATES 

[

THING TYPE1 
MAN 

INSTANCE OF ( [PROPERTY] ) 

MORTAL 

b. [ THING TOKEN 
SOCRATES 

. [ PROPERTY] 
MORTAL 

The parallelism of these derivations to standard syllogisms should be 
obvious. 

Deriving from right to left, (6.11) is a way of abstracting features of 
a [TOKEN] or a [TYPE] to form a new [TYPE]. This is the rule al­
luded to in section 5.2 that derives from an arbitrary [TOKEN]i a 
[TYPE] of THINGS LIKE i. Thus (6.11) can be seen basically as a 
way of recombining features to create new or more highly specific 
concepts. 

In sum, the unification of [TOKEN] and [TYPE] information re­
sults in a theory remarkably general in its treatment of categorization, 
exemplification, and relationships among categories. 

6.2 The Creativity of Generic Categorization 

This section will show that generic and ordinary categorization have 
not only parallel formal properties but similar qualitative charac­
teristics as well, as should be expected if they are essentially the same 
process. 

There are two strategies for arriving at a generic categorization 
judgment. One, which might as well be called the deductive strategy, is 
to derive it by inference rules from previously stored generic cate­
gorizaton judgments. For instance, one might derive a dissenting 
judgment to "A dog is a reptile" from the conceptual equivalents of 
"A dog is a mammal" and "A mammal is not a reptile." This sort of 
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strategy is modeled in theories like Fodor's (1975) meaning postulate 
theory or Collins and Quillian's (1969) theory of semantic networks: 
meaning postulates or links in the network represent (among other 
things) prestored generic categorization judgments between closely 
related concepts, and principles for traveling through the network 
represent rules of inference. These theories claim that all possible 
relations between concepts are either explicit in the network or de­
rivable through chains of inference. or association. (More discussion 
of these theories appears in section 7.5.) 

While this sort of derivation of generic categorization judgments 
doubtless goes on, and can be modeled in the present theory by in­
ference rules like (6.11), it cannot be all there is. It presupposes that 
every [TYPE] is linked to at least one other by a meaning postulate or 
an associative link, that is, that there is already at least one prestored 
generic categorization judgment from which others can be derived. 
However, it provides no way to establish the initial links . Fodor's so­
lution to this difficulty is to claim that all the [TYPES] and links are 
innately given; the artificial intelligence tradition usually sidesteps the 
problem by restricting discourse to a microworld where all links can 
be stipulated.2 However, as we saw in section 5.2, it is possible to 
construct new [TYPES]-in principle, at least one for every new 
[TOKENJ - and the links of these [TYPES] to the deductive network 
cannot in general be innately given . Hence there must be another 
source of generic categorization judgments besides deductive deri­
vation from prestored information. 

The alternative strategy for deriving a generic categorization judg­
ment is, of course, to use whatever principles one uses in evaluating 
ordinary verbal and nonverbal categorization. In the present theory 
this alternative is freely available , since, with the exception of one 
feature, conceptual structure is the same for generic and ordinary 
categorization. As stressed in section 5.2, the creativity of categoriza­
tion and category acquisition shows that this process cannot be any 
simple sort of lookup, but must instead be based ori comparing the 
internal structures of the two relata. 

This second strategy for arriving at generic categorization judg­
ments might well be called the inductive strategy, since it represents a 
creative extrapolation from experience: What is significant in the 
present theory is that induction is not an isolated mystery, but is in­
stead directly linked to the big mystery of ordinary categorization. 
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If [TYPE]-inclusion can be established by the same process that 
tests whether a [TOKEN] is an instance of a [TYPE], we should find 
the same overall pattern of judgments that appeared in ordinary cat­
egorization. The issue is complicated by the fact that people will 
whenever possible claim that a judgment is deductive, hence "objec­
tive," citing the premises from which it follows. However, the deduc­
tive method allows only two answers- yes or no - while inductive 
generic categorization, like ordinary categorization, should produce 
a three-way distribution of judgments into yes, no, and not sure. 
Since graded not sure judgments cannot be produced deductively, 
it is these that will reveal the characteristics of inductive generic 
categorization. 

With this in mind, let us examine some cases for which people give 
either not sure or widely differing judgments. 

(6.14) a. A piano is a percussion instrument. 
b. An australopithecine was a human. 
c. Washoe (the chimp)'s sign system is a language. 
d. An abortion is a murder. 

In these cases, we have essentially all the relevant factual information, 
but we are at a point where intuition about the right-hand relatum is 
unclear. Instances of the left-hand [TYPE] are certainly not typical 
instances of the right-hand [TYPE], but they are also not distinct 
enough from the right-hand [TYPE] that we are sure we want to call 
them something else. 

But even in these cases we are liable to contaminate the evidence. 
When something important is at stake, like lives, money, or even 
reputations, people get very emotional about the truth or falsity of 
such sentences. In fact, though, these sentences are not objectively 
true or false in the real world. Rather, they are analogous to the 
dubious #things# in section 3.1 and the dubious cup-bowl judgments 
in section 5.2. A piano is what it is, and maybe it's useful to call it a 
percussion instrument and maybe it's not. It is not a question of fact 
but of the user's needs. Though it may be of some importance to be 
able to say whether the sentences in (6.14) are true or false, the issue 
of their truth ultimately makes no sense in absolute terms.3 

In sum, generic categorization judgments in the inductive mode 
share the general characteristics of ordinary categorization observed 
in section 5.2 . They can be made creatively, comparing novel con­
cepts at will; they have a distribution that includes not sure as well as 
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yes and no; in those cases where a not sure judgment is not a conse­
quence of inadequate factual knowledge, what is true of the world is 
not at issue. 

I am inclined to suspect that not only is the purely deductive solu­
tion to generic categorization sentences insufficient, but in many 
situations it is little more than a surrogate for intuitive thinking, an 
attempt to consciously simulate the effects of the unconscious induc­
tive solution. When we try to provide a definition for a word we all 
know (as opposed to a newly coined term), we test the definition by 
appeal to linguistic intuitions or to intuitions about instances of the 
categories in question. In other words, the intuitive judgment is the 
ultimate test- when one can make it. 4 

There has been a strong tendency in semantics to idealize a.-.ray 
from situations where a judgment cannot be reached deductively and 
intuition does not provide a clear yes or no. When their existence is 
acknowledged, such situations are often treated as an inadequacy of 
factual knowledge (as in Putnam's (1975) treatment of "gold" men­
tioned in section 5.4)-or even as reason to throw up one's hands at 
the possibility of doing formal semantics (many have read Wittgen­
stein ( 1953) this way, for example). The appeal of such an idealization 
is that it treats relations among concepts as somehow immune from 
the vagaries of ordinary categorization ( even if the real world isn't 
well-behaved, at least our thoughts should be!) . I have tried to show 
here, though, that the idealization is inappropriate, in that it severs 
generic categorization from ordinary categorization. A more ade­
quate approach is to seek a theory that both unifies the two processes 
and explains the possibility of uncertain judgments in either case. 

6.3 Some Semantic Properties 

We have argued that the treatment of generic categorization sen­
tences (GCSs) must be unified with that of ordinary categorization, 
which in turn can be based on information derived through either 
linguistic or nonlinguistic modes. By definition, conceptual structure 
is the level at which such intermodal processing takes place. Hence 
GCSs must be evaluated at the level of conceptual structure. 

This section will show that the information necessary to judge 
GCSs is also sufficient to make a variety of other linguistic judgments 
that have normally been called semantic properties of utterances. Since 
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GCSs are evaluated at the level of conceptual structure, these other 
semantic properties must be as well. 

I do not want to claim here that all semantic properties of utter­
ances can be reduced to properties of GCSs, but only that the in­
formation involved in GCS judgments plays a necessary role in a 
representative sample of the properties discussed by Katz (1972, 
4 - 6). Since these examples are typical of those on which many theo­
ries of word meanings are based (see chapter 7), we will have shown 
that the ability to deal with GCSs bites off a substantial chunk of the 
traditional domain of semantic theory.5 

First, judgments of superordination and subordination are directly 
related to judgments about GCSs. For example, the judgment that 
"bird" and "chicken" form a superordinate-subordinate pair depends 
on the same information as the judgment that "A chicken is a bird" 
is true. In fact, the [TYPE]-inclusion judgment (6.3) directly ex­
presses superordination-subordination relations, as do the incorpo­
rated operators INSTANCE OF and EXEMPLIFIED BY when 
applied to [TYPES] as in (6.7) and (6.9). 

Second, a judgment that two terms are synonymous depends on the 
same information as the judgment that the terms are mutually subor­
dinate. For example, "A cellar is a basement" and "A basement is a 
cellar" are together sufficient to establish the synonymy of "cellar" 
and "basement." 

Third, the crucial relationship of entailment between sentences de­
pends in an interesting number of cases on the same information as a 
judgment about a GCS. For example, the judgment that "Max is a 
chicken" entails "Max is a bird" rests on the premise "A chicken is a 
bird," which is a GCS. Other cases of entailment cannot be reduced to 
GCSs, but can nonetheless be formalized in terms of conceptual 
structure. For example, the entailment from "Max laughed loudly" to 
"Max laughed" is a consequence of inference rule (4.16), which 
concerns the extractability of restrictive modifiers in conceptual 
constituents. 

Fourth, the relationship of inconsistency between sentences is similar 
to entailment. For example, the inconsistency of "Max is a chicken" 
and "Max is a whale" rests on the same information as the judgment 
that "A chicken is a whale" and "A whale is a chicken" are both false. 
Again, as with entailment, not all cases can be reduced to GCSs, but 
other independently motivated rules of inference over [ST ATES], 
[ACTIONS], and [EVENTS] in conceptual structure deal with a wide 
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range of further cases (see Jackendoff (1976) for some representative 
examples). 

Fifth, the phenomenon of semantic redundancy depends on the same 
information as a related judgment about GCSs. For instance, the 
redundancy of "female aunt" depends on the truth of "An aunt is a 
female." Sixth, the anomaly of NPs such as "female uncle" and "silent 
paint" depends on the same information as the judgment that "An 
uncle is a female" and "Paint is silent" are nontrue. 6 Seventh, semantic 
similarity - the similarity between such words as "aunt," "cow," "nun," 
and "actress" -is based on the information that enables one to judge 
that there is a single y to which all these words are subordinate- in 
this case, that "x is female" is t~ue with each of these words substi­
tuted for x. 

6.4 The Nonautonomy of Semantics 

We have shown, then, that a significant number of semantic proper­
ties of utterances require the same information one needs to evaluate 
GCSs at the level of conceptual structure . As observed in section 1 .4, 
the defining characteristic of the level of semantic structure is that it is 
responsible for a formal account of semantic properties of utter­
ances. Hence semantic and conceptual structure collapse into a uni­
fied level, and syntactic form is mapped by the correspondence rules 
directly into conceptual structure, without an intermediate level that 
accounts for purely linguistic inference. (This is the theory dia­
grammed in (1.4) of section 1.7.) 

If this is the case, the distinction between "semantic" rules of lin­
guistic inference and "pragmatic" rules of linguistic interaction with 
general knowledge is less marked than is often supposed. In a theory 
with an autonomous semantic level, the two kinds of rules involve 
different levels of mental representation. Here, however, they both 
are rules for the manipulation of conceptual structures; they deal 
with the same primitives and principles of combination. If there is a 
distinction between semantic and pragmatic rules, then, it lies only in 
the formal manipulations the rules perform on conceptual structure. 
For example, the principles involved in judging a sentence true po­
tentially involve extralinguistic information as well as information 
within the sentence itself; hence "true" is a pragmatic notion. On the 
other hand, a judgment that a sentence is analytic involves only in­
formation conveyed by the sentence itself plus rules of (semantic) 
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inference; hence "analytic" is a semantic notion. In either case, 
though, the information conveyed by the sentence is a conceptual 
structure. 

Thus, although a terminological distinction between "semantic" 
and "pragmatic" notions undoubtedly remains useful, it is an open 
question whether it is a bifurcation of particular theoretical interest. 
Philosophers have generally assumed that it is: that there is a system 
of semantic rules that feeds but is not fed by rules of pragmatics. But 
there has been little explicit defense of the assumption. 7 

I tend to side with the artificial intelligence tradition in not worry­
ing about whether a particular property is semantic or pragmatic. 
Chapter 8 will present some basis for making the distinction if one 
cares to, but evidence in chapter IO will suggest that it is a mistake to 
place much theoretical weight on it. Certainly that has been the thrust 
of all the evidence presented so far. 



Part III 
WORD MEANINGS 





Chapter 7 
Problems of Lexical 
Analysis 

7.1 Summary of Arguments in Previous Chapters 

An important part of a theory of the information conveyed by lan­
guage is, obviously, a theory of word meanings- the information 
conveyed by lexical items. The previous chapters have developed a 
number of criteria for a theory of word meanings and have used 
them in passing to criticize various proposals in the literature. The 
present chapter and the next will consolidate these arguments with 
other well-known evidence about the nature of word meanings, then 
present a more satisfactory theory. Briefly, we will see that standard 
decompositional theories of word meaning, formulated in terms of 
necessary and sufficient conditions, fail for several reasons. However, 
retreat to a nondecompositional theory, formulated in terms of 
prototypes, associative networks, or meaning postulates, is not a de­
fensible alternative. The theory developed in chapter 8 will in fact be 
decompositional, but with a nonstandard notion of decomposition 
that meets the usual objections to necessary and sufficient conditions 
and that squares with the character of other perceptual and cognitive 
phenomena. 

Let us begin by reviewing the relevant arguments from chapters 
3 - 6. We have maintained unrelentingly that word meanings must be 
treated as internalized mental representations. This rules out in ad­
vance an extensional theory of meaning, which identifies the mean­
ing of "dog" with the set of all dogs (or with the set of all dogs in all 
possible worlds). It also rules out a Platonic theory such as Katz's 
(1980), where word meanings are abstract objects existing indepen­
dently of minds. 
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We may reject as well a theory like Putnam's (197 5) doctrine of the 
"division of linguistic labor," in which only experts are said to possess 
the meanings of words. Rather, we take it that some people have 
more highly specified meanings for some words than other people; 
and it is a sociological fact that people often accept an expert's au­
thority when faced with uncertain intuitions. 1 

More specifically, chapter 6 argued that word meanings are ex­
pressions of conceptual structure. That is, there is not a form of 
mental representation devoted to a strictly semantic level of word 
meanings, distinct from the level at which linguistic and nonlinguistic 
information are compatible. This means that if, as is often claimed, a 
distinction exists between dictionary and encyclopedic lexical infor­
mation, it is not a distinction of level; these kinds of information are 
cut from the same cloth. (See sectons 7.3-4 for more comment.) 

Chapter 4 argued that the meaning of a lexical item of any major 
syntactic category (noun, verb, adjective, adverb, preposition) is a 
function of zero or more arguments that maps into a conceptual 
constituent of one of the major ontological categories. Its arguments 
are also conceptual constituents, and are filled by the readings of the 
major phrasal categories that the lexical item strictly subcategorizes. 
If the lexical item strictly subcategorizes no other phrases (e.g., 
"dog," "red," "afterward"), its reading is of course a constant, that is, 
a complete conceptual constituent. 

This uniformity of conceptual structure across lexical categories 
rules out theories in which, say, nouns and verbs are treated in radi­
cally different fashion. Because of its inconsistent treatment of the 
relation between subcategorization and argument places, we cited 
predicate logic in chapter 4 as one such theory. For another example, 
a theory of verb meanings such as Simmons's (1973), based entirely 
on case frames (the roles of strictly subcategorized phrases), accords 
no content to lexical items that do not strictly subcategorize anything. 
Such a theory must be supplemented by a different theory for nouns 
such as "dog" and verbs such as "rain" and is therefore unacceptable. 
Schank's (1973) Conceptual Dependency Analysis likewise makes ex­
tensive claims about verb meanings but offers no analysis at all for 
nouns, suggesting that it too is susceptible to this objection. 

The arguments of chapter 5 established two crucial properties of 
word meanings. First, from the creativity of categorization and 
[TYPE] acquisition, we argued that word meanings must have inter­
nal structure that can be compared with the structure of other [TO-
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KENS] and [TYPES]. Second, from the distribution of categorization 
judgments into yes/no/not-sure, we argued that the internal structure 
cannot be a set of necessary and sufficient conditions. Both of these 
arguments were buttressed by evidence from chapter 3 that percep­
tually derived [TOKEN] concepts also possess these characteristics. If 
cognition needs concepts with such properties to deal with percep­
tion, we should have no qualms in positing them for word meanings 
as well. 

Because of the property of creativity, we rejected theories in which 
word meanings are treated as unanalyzed monads whose relation­
ships are established through a network of meaning postulates or 
associative links. We return to these theories in section 7.5. 

Because of the distribution of judgments, we rejected theories in 
which word meanings are treated as sets of necessary and sufficient 
conditions on category membership-which is to say, most semantic 
marker theories. Our argument in chapter 5 was rather cursory, so as 
not to obscure the main lines of discussion there. Sections 7 .2 - 4 will 
present a more detailed review of the defects of such theories. 

In the course of our discussion, the need for notions like typicality 
and normality will crop up repeatedly. On most such occasions I will 
immediately change the subject, deferring more serious treatment of 
these notions to chapter 8. 

It may be useful to mention three issues I will not be concerned 
with here. First, it is irrelevant whether the lexical entry of a word 
contains the word's meaning or only a pointer to the index of the 
word's meaning. For us, the issue is simply what structure the mean­
ing has. Second, some theorists (e.g., Katz and Fodor (1963)) treat 
polysemous words as having multiple readings attached to a single 
lexical entry; others (e.g., Weinreich (1966)) argue that such words 
have multiple lexical entries, one for each reading. The choice be­
tween these possibilities is a major concern of Miller (1978). Again, 
we will be interested only in the information content of the readings, 
not in exactly how they are stored. For example, it will be important 
to us to be able to say that the verbs in "John broke the glass" and 
"The glass broke" are formally related in conceptual structure, and 
that the two "bank"s in "the river bank" and "the Bank of England" 
are not. But we will not care whether either "broke" or "bank" is listed 
in the lexicon once or twice. 

Finally, we will not be concerned with deciding what format for 
storing lexical information facilitates real-time lexical lookup and 
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processing. This appears to be one of the major issues dividing theo­
ries of semantic memory (see Smith (1978)). We will subordinate this 
issue to others because one can represent more or less the same 
information in either of the two most popular formats, internal fea­
tures or external network links (see section 7.5) . As it is the infor­
mation itself and not its ease of access that concerns us, we leave 
the choice of format open, insofar as it affects only questions of 
processmg. 

This is not to say that any of these three questions is uninteresting. 
It is just that for present purposes it is useful to abstract away from 
them in pursuit of different goals. The proposals to be made here 
can be incorporated into a theory with readings internal or external 
to lexical entries, with single or multiple entries for polysemous 
words, and with predominantly concept-internal or concept-external 
information structure. I leave the choice to the reader. 

7.2 Exhaustive Decomposition into Primitives 

Among the theories of word meaning that have been ( or can be) cast 
in mentalistic terms, by far the most numerous and most detailed are 
based on the following premise: 

(7 .1) The meaning of a word can be exhaustively decomposed into 
a finite set of conditions that are collectively necessary and 
sufficient to determine the reference of the word. 

Many make the following assumption as well: 

(7 .2) The satisfaction conditions are stated in terms of a finite set 
of semantic/conceptual primitives. 

Most philosophical treatments of meaning, particularly those based 
on Tarskian truth-conditions, assume (7. l), at least relative to some 
model. Katz's ( 1966, 1972) fairly explicit theory of decomposition 
assumes and defends (7.1) and appears to accept (7.2). Generative 
semantics (e.g., Lakoff 1971)) depends crucially on (7.1) and (7.2), as 
do Schank's (1973, 1975) theory of Conceptual Dependency Struc­
ture and Norman and Rumelhart's (1975) theory of structural net­
works. The analyses of Miller and Johnson-Laird's ( 1976) procedural 
semantics presume both, though these authors express reservations 
here and there in their discussion. I shudder to admit that even I 
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have been guilty of these assumptions, for example in the verb 
analyses in Jackendoff (1976). 

A theory of necessary and sufficient conditions built from primi­
tives nicely satisfies the common-sense intuition that words have 
definite and precise meanings. This probably accounts for the the­
ory's great popularity and antiquity, and for the fact that it has so 
frequently been offered without seeming to need a defense. How­
ever, as Putnam (1975, 192-193) cautions, 

The amazing thing about the theory of meaning is how long the sub­
ject has been in the grip of philosophical misconceptions, and how 
strong these misconceptions are. Meaning has been identified with a 
necessary and sufficient condition by philosopher after philoso­
pher. ... On the other side, it is amazing how weak the grip of the 
facts has been. 

Fodor, Garrett, Walker, and Parkes (1980) advocate an extreme 
suspicion of (7 .1) - (7 .2), on the grounds that the number of convinc­
ing exhaustive decompositions in the literature is vanishingly small. 
To be sure, the partial decompositions offered by nearly everyone 
are far from uninteresting; but sooner or later, one always seems to 
encounter a stubborn unanalyzed residue. In the analysis of color 
terms such as "red," for instance, this happens almost immediately. 
Surely a decomposition of "red" must include the stipulation that it is 
a color, in order to account for the simplest inferences and oppo­
sitions the word takes part in. But once the marker COLOR is re­
moved from the reading of "red," what is left to decompose further? 
How can one make sense of redness minus coloration? 

An area of the lexicon for which success at decomposition has 
often been claimed is the class of verbs. In particular, the extraction 
of components such as causation, change, and action from the read­
ings of verbs has led to substantial insight. However, decomposition is 
rarely if ever complete. Consider the analysis of "kill" as CAUSE TO 
BECOME NOT ALIVE, a mainstay of decomposition theory ever 
since McCawley ( 1968) used it to motivate generative semantics. 
CAUSE, BECOME, and NOT are likely primitives, but one is not so 
sure about ALIVE. Moreover, little descriptive inadequacies ooze 
around the edges of the decomposition. A rock's being not alive does 
not qualify it as dead. One can die slowly or horribly, but it is odd to 
talk of becoming dead slowly or horribly. As Jerry A. Fodor (1970) 
points out, one can cause someone to die on Tuesday by shooting him 
on Monday, but one cannot kill someone on Tuesday by shooting him 
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on Monday. These differences are glossed over by the proposed 
analysis. 

If we move to the slightly more complex word "assassinate," the 
problems are more severe (as observed by Chomsky (1972, 143)). 
Among the differences between "kill" and "assassinate" are that the 
object of "assassinate" must be a prominent figure and that the sub­
ject must be credited with political motives (for example, it is some­
what odd to speak of John Lennon's murder as an assassination). 
How such restrictions as these can be decomposed into primitives has 
never to my knowledge been addressed. Thus the decomposition of 
verbs, though providing richer structure than the decomposition of 
"red," ultimately founders on the same difficulty: the appearance 
of an unanalyzed residue. 

The original Katz-Fodor (1963) theory of word meanings dealt 
with the semantic residue of decomposition by claiming that there are 
two parts to a word meaning: a collection of semantic markers and a 
distinguisher. The semantic markers were to constitute the formal part 
of the meaning, that is, the part that plays a role in determining 
semantic properties of utterances. The distinguisher was to be an 
unsystematic part that played no role in formal semantics; it was here 
that Katz and Fodor disposed of the semantic residue. 

However, Bolinger ( 1965) demonstrates that the notion of distin­
guisher is suspect, by constructing phrases that are disambiguated or 
anomalous on the basis of material that Katz and Fodor had assigned 
to distinguishers. For instance, for the most salient sense of "bache­
lor," Katz and Fodor proposed the semantic markers HUMAN and 
MALE, and the distinguisher NEVER MARRIED. From the anomaly 
of "the bachelor's legitimate daughter," though, we see that informa­
tion about the nature of marriage and the legality of offspring can 
play a role in the semantic properties of "bachelor," and hence that 
NEVER MARRIED must be broken down into semantic markers. 
Through numerous examples like this, Bolinger shows that inference 
and anomaly can turn on the most obscure aspects of a word's mean­
ing; hence the distinguisher must be virtually void of content, and 
exhaustive decomposition is to be expected. 2 

McCawley (1978) makes an important proposal that addresses one 
problem of decomposition. He points out that the adjective "pale" 
can be applied felicitously to all primary color names except "red." 
"Pale red" is a little odd, he claims, because there is a lexical item 
"pink" that covers the same semantic territory. However, there still 
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are uses for "pale red" in fringe cases, for example to designate 
shades between pink and red, or perhaps to designate a translucent 
red. McCawley suggests that "pink" indeed has the semantic decom­
position "pale red," but that there is a Gricean sort of principle to the 
effect that the use of the syntactically complex expression in place of 
the lexical item designates a noncentral instance of the category in 
question. Since there is no lexical item for "pale green," the principle 
does not apply, but most applications of "pale red" are displaced by 
"pink." 

McCawley then applies this principle in the case of "kill," noting 
that one uses "cause to die" most felicitously when there is a relatively 
indirect relation between the agent and the patient's death; "kill" dis­
places "cause to die" in the most central cases. On the other hand, 
since there is no lexical item that decomposes as "cause to laugh," this 
phrase covers both central and noncentral cases. 

While McCawley's proposal gives an interesting account of the dis­
parity between lexical items and putative periphrastic constructions, 
it does not eliminate the residue of "red" over "color," the political 
primitives in "assassinate," or the legal kinship primitives in "bache­
lor." Thus it does not resolve all the problems of exhaustive de­
composition. Moreover, it makes crucial use of the notion "central 
instance of a concept." We now turn to the problems this notion raises 
for a theory of necessary and sufficient conditions. 

7 .3 Fuzziness 

The objection to necessary and sufficient conditions that played a 
major role in chapters 3 and 5 is that they predict secure yes or no 
judgments for categorization. If some object meets all the conditions, 
it is judged an instance of the category; if it fails to meet one or more, 
it is judged a nonmember, and that's that. But for many if not most 
categories this is not the case. Rather, as Putnam (1975, 133) observes, 

... words in a natural language are not generally "yes-no": there are 
things of which the description "tree" is clearly true and things of 
which the description "tree" is clearly false, to be sure, but there are a 
host of borderline cases. Worse, the line between the clear cases and 
the borderline cases is itself fuzzy. 

We saw this in the case of vases, cups, and bowls in section 5.2, for 
example. 
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Three responses to this problem have emerged in the literature. 
One is Searle's ( 1958) idea of a collection of criterial attributes, some 
large enough number of which is sufficient for category membership. 
Strictly speaking, this does not account for fuzziness without further 
refinement, for it still predicts a yes answer if "enough" criteria are 
met and a no otherwise. If a scale could be defined on "enough," 
though, one could presumably elicit a gradation of judgments. 
Even so, Searle's proposal still does not account for gradations of 
judgment that involve variation in only one criterial attribute, such as 
the height-width ratio in the cup-bowl paradigm and hue in color 
judgment. Thus this suggestion alone is insufficient. (We will take up 
a more detailed version of it in section 8.3.) 

Another response is to use the notion of "fuzzy set" - a set whose 
membership is defined not categorically, but in terms of degree or 
probability of membership. For instance, one might think of a typical 
bird such as a robin as 100% bird, but a penguin as perhaps only 71 % 
bird and a bat as 45% bird. According to this view, the gradation of 
judgments is a consequence of the gradation of degree of member­
ship, with values in the neighborhood of 50% resulting in the most 
difficult judgments. · (The mathematics of fuzzy sets is developed in 
Zadeh (1965); the notion was popularized in linguistics by Lakoff 
(1972).) 

One difficulty with this view (pointed out to me by John Mac­
namara) is that a penguin is not 71 % bird and 29% something else, it 
just is a bird. It may not be a typical bird, but it is still no less a bird 
than a robin or a sparrow is. One might respond by trying to interpret 
the percentages in terms of degree of confidence of judgment. But 
this makes the second objection only more patent: the theory pro­
vides no account of where the percentages might have come from. 
To derive the one-dimensional degree of membership, one needs a 
theory of the internal structure of the concepts in question-which is 
what we are trying to develop in the first place. Fuzzy set theory at 
best gives only a crude way to describe observations about category 
judgments; it does not even purport to address the mechanism be­
hind them.3 

Both Searle's proposal and fuzzy set theory have abandoned nec­
essary and sufficient conditions in favor of a less rigid sort of condi­
tion, an approach that appears to me to be on the right track. A third 
possible response appears in Katz ( 1977): to make a distinction be­
tween "dictionary" and "encyclopedia" information associated with a 
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lexical item, and to claim that factors leading to graded judgments 
are of the latter sort and hence not the responsibility of semantics. 
Such a move attempts by definition to preserve necessary and suf­
ficient conditions as the semantic structures of lexical items. 

However, Katz's position entails that the distinctions among color 
names must be nonsemantic, since hue information is graded. This 
means that in this theory (7 .3a) is contradictory (false by virtue of its 
semantic structure) but (7.3b) is not; rather, (7.3b) is only false by 
virtue of encyclopedia information. 

(7.3) a. Green things are not colored. 
b. Green things are blue. 

To say that semantic theory, thus narrowly understood, should be 
responsible for (7.3a) but not for (7.3b) strikes me as an arbitrary 
bifurcation of the data whose only purpose is to save the theory.4 

It is perhaps instructive to follow this point a little further. Katz 
(1974; 1975, section 4) devotes some effort to a reply to Tarski's 
(1956a) and Quine's (1953) observations that analyticity (truth by vir­
tue of semantic structure) seems to be subject to unclear judgments. 
Quine concludes from such observations that the analytic-synthetic 
distinction is incoherent. Katz apparently accepts the validity of 
Quine's conclusion, granted the premises, for he attacks only the 
premises, namely, that there are unclear judgments of analyticity. It 
seems not to occur to either him or Quine that "analytic" is just like 
almost every other word. Unclear cases of doors and tigers do not 
make the distinction between doors and nondoors or between tigers 
and nontigers incoherent; why then should such cases be grounds for 
rejecting the analytic-synthetic distinction? 5 

Thus an apparently important philosophical dispute has arisen 
pointlessly, out of a failure to recognize the ubiquity of fuzziness in 
word meanings. The moral is that fuzziness must not be treated as a 
defect in language; nor is a theory of language defective that counte­
nances it. Rather, as emphasized in previous chapters, fuzziness is an 
inescapable characteristic of the concepts that language expresses. To 
attempt to define it out of semantics is only evasion . 

7 .4 Family Resemblances 

The gradation of height-width ratio in cups and bowls and the gra­
dation of hues in color judgments both represent one sort of problem 
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for necessary and sufficient conditions: the existence of graded at­
tributes along which it is impossible to draw sharp boundaries. A 
different sort of problem arises with attributes that are subject to 
discrete exceptions. If it is a necessary part of being human to have 
two legs or high intelligence, then are one-legged people and imbe­
ciles not human? If having stripes is criterial for tigers, are albino 
tigers tigers? And so forth. One response to this difficulty is to allow 
conditions that incorporate the notion of normality (a normal tiger 
has stripes, etc.). However, this solution rests on an adequate treat­
ment of "normal," and many apparently agree with Katz (1975, 99) 
that a definition involving normality is little better than no definition 
at all. Nonetheless, there is appeal in this idea, and we will come back 
to it in section 8.3. 

Those who reject the use of normality in definitions must adopt the 
tactic that only exceptionless conditions can be part of a word's 
meaning; if we haven't yet found the necessary conditions, we just 
have to look harder. Putnam (1975), for instance, places his faith in 
science to determine the extension of natural kind terms like "water" 
and "gold"; similarly, one might try to explicate "human" and "tiger" 
in terms of conditions on DNA. But there are two serious objections. 
First, what we are interested in is the prescientific, intuitive, and 
probably unconscious theory which people carry around in their 
heads, and which may lead to the questions that motivate scientific 
inquiry. People had a meaning for "tiger" long before DNA was 
dreamed of. (Katz (1974) makes this objection.) Second, even from 
Putnam's point of view, such a faith in science is only sensible when 
dealing with words for which there might conceivably be a scientific 
theory. How could there be (and why would anyone be tempted to 
seek) a science explicating what is necessary for something to be an 
instance of "pebble" or "puddle" or "giggle" or "snort" or "cute"? But 
a theory of word meanings must encompass these words too. 

What of the alternative that it is the semanticist rather than the 
natural scientist to whom the responsibility for necessary and suffi­
cient conditions is to be entrusted? Wittgenstein (1953, 31 - 32) dashes 
these hopes in a passage that it is almost a cliche to quote: 

66. Consider for example the proceedings that we call "games". I 
mean board-games, card-games, ball-games, Olympic games, and so 
on. What is common to them all?-Don't say: "There must be some­
thing common, or they would not be called 'games'" - but look and see 
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whether there is anything common to all.-For if you look at them 
you will not see something that is common to all, but similarities, re­
lationships, and a whole series of them at that. To repeat: don't think, 
but look! ... Are they all "amusing"? Compare chess with noughts 
and crosses. Or is there always winning and losing, or competition 
between players? Think of patience. In ball games there is winning 
and losing, but when a child throws his ball at the wall and catches it 
again, this feature has disappeared. [This example is better in the 
original German, where the term is "Ballspiel." - RJ] Look at the 
parts played by skill and luck; and at the difference between skill in 
chess and skill in tennis. Think now of games like ring-a-ring-a-roses; 
here is the element of amusement, but how many other charac­
teristic features have disappeared! And we can go through the many, 
many other groups of games in the same way; we can see how 
similarities crop up and disappear. 

And the result of this examination is: we see a complicated network 
of similarities overlapping and criss-crossing: sometimes overall sim­
ilarities, sometimes similarity of detail. 

67. I can think of no better expression to characterize these 
similarities than "family resemblances"; for the various resemblances 
between members of a family: build, features, colour of eyes, gait, 
temperament, etc. etc. overlap and criss-cross in the same way. - And 
I shall say: 'games' form a family. 

In short, necessary and sufficient conditions (even graded ones) are 
inadequate to characterize the word "game"; and it is clear from the 
context of the passage that Wittgenstein considers this not an isolated 
counterexample but a typical instance of how words are understood. 

Wittgenstein's point has been widely appreciated for noun mean­
ings, but in general, faith in decomposition for verbs has remained 
unshaken . However, section 8.6 will show that the verb "see" has this 
"family resemblance" character, suggesting that necessary and suf­
ficient conditions are inadequate for any interesting part of the 
lexicon. 

There have been various reactions to Wittgenstein's argument. In 
the last section we encountered Searl e's ( 1958) suggestion that the 
totality of conditions in a definition need not be fulfilled - only a 
sufficiently large number of them. In the case of the single graded 
conditions under discussion there, this suggestion was inappropriate, 
but it does apply nicely to the family resemblance problem. Again, we 
defer discussion to section 8.3. 

A related suggestion appears in the work of Smith, Shoben, and 
Rips (1974), who place on each condition a degree of"definingness." 
Conditions of lesser degree are permitted to have exceptions, and in 
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cases of doubt, the more highly defining conditions are to be relied 
upon. However, Smith, Shoben, and Rips assume there is a central 
core of most essential conditions that serve as a "dictionary" defini­
tion. Since this is just what Wittgenstein denies, they have not really 
solved the problem. 

The same difficulty appears in Katz's ( 1977) attempt to separate 
out dictionary definitions of necessary and sufficient conditions from 
an encyclopedia entry that is subject to exceptions. Though he cites 
Labov in this connection, Katz surprisingly does not mention Witt­
genstein (see note 4). 

Finally, Rosch and Mervis (1975) and Mervis and Pani (1980) de­
velop a theory of categories in which family resemblance phenomena 
play an essential part. They show experimentally how artificial cate­
gories of objects can be learned whose defining conditions are subject 
to exceptions. Those instances that satisfy all or most defining condi­
tions are perceived as more central instances and are more easily 
learned and remembered. This confirms Wittgenstein's argument 
and extends it beyond word meanings to perceptual concepts. 6 

All of these responses again enrich the narrow theory of necessary 
and sufficient conditions into something more flexible. Katz (1966, 
72-73), on the other hand, attempts to defend it against Wittgen­
stein's objection. His argument consists essentially of two points. The 
first is that Wittgenstein has not proven that there are no necessary 
and sufficient conditions for "game"; he has merely been unable to 
find any. Moreover, there are necessary and sufficient conditions for 
words like "brother" ("male sibling") and "highball" ("drink of diluted 
spirits served with ice in a tall glass"), and Wittgenstein has not given 
any principled distinction between these cases and "game." Without 
such a distinction, Katz says, Wittgenstein has no case. 

But clearly it is not up to Wittgenstein to prove that necessary and 
sufficient conditions never work; it is up to Katz to prove that they 
always work. As Fodor, Garrett, Walker, and Parkes (1980) observe, 
practically all the plausible examples of necessary and sufficient con­
ditions come from jargon vocabularies ("ketch," "highball"), kinship 
vocabularies ("grandmother," "bachelor"), and axiomatized systems 
("triangle"). Thus Wittgenstein appears closer to the truth than Katz. 

Katz's second point is that if "game" turns out not to have necessary 
and sufficient conditions, we can treat it as an ambiguous lexical item, 
picking apart the family resemblances into different senses, each of 
which is a bundle of necessary and sufficient conditions. Even if this 
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move succeeds technically, though, it evades an important issue: is 
"game" really ambiguous? Katz's proposal treats the varieties of 
games as being as distinct as a river bank and the Bank of England, 
which hardly seems correct. Of course, it is not logically necessary 
that all these diverse activities should be called games, as witness the 
difference between German "Spiel" of Wittgenstein's original and 
"game" of the translation; but it does not by any stretch of the imagi­
nation seem to be mere coincidence either. The degree to which the 
collection of activities called "games" is not fortuitous is captured by 
Wittgenstein's notion of family resemblances among them. It is not 
captured by splitting "game" into a number of separate lexical read­
ings. Thus Katz has failed really to address Wittgenstein's point. 
(Our discussion of the verb "see" in section 8.6 will reinforce this 
argument.) 

In closing this discussion, I should emphasize that all the objections 
raised in this section and the past two apply equally to any of the 
decomposition theories that assume (7 .1) and (7 .2) . I have singled out 
Katz's work for discussion only because no one else to my knowledge 
has explicitly defended necessary and sufficient conditions rather 
than simply assuming them. 

To sum up, it appears that at least three sorts of conditions are 
needed to adequately specify word meanings. First, we cannot do 
without necessary conditions: e.g., "red" must contain the necessary 
condition COLOR and "tiger" must contain at least THING. Second, 
we need graded conditions to designate hue in color concepts and 
the height-width ratio of cups, for example. These conditions specify 
a focal or central value for a continuously variable attribute; the most 
secure positive judgments are for those examples that lie relatively 
close to the focal value of the attribute in question. I will call such 
conditions centrality conditions. Third, we need conditions that are 
typical but subject to exceptions- for instance, the element of com­
petition in games or a tiger's stripedness. Bundles of such typicality 
conditions lead to the family resemblance phenomena pointed out by 
Wittgenstein. Words can differ widely in which kinds of conditions 
are most prominent. Kinship terms, for example, are among the 
purest cases involving necessary conditions; in color names, centrality 
conditions play the most crucial role. 

As an illustration of the difference between centrality and typicality 
conditions, contrast redness as such with the redness of apples. The 
former is a continuously graded notion; as examples get farther from 
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focal red, they are judged to be worse instances of red. There is no 
"exceptional red" that is close to focal green. On the other hand, 
since there are yellow and green apples, the redness of apples is a 
typicality condition. The exceptions are discrete; there is no grada­
tion from red apples through orange apples to yellow and green, with 
green being the least typical case. Rather, the typicality conditions for 
apple color specify a number of focal values, with red being most 
typical or highest valued. (I am indebted to Richard McGinn for this 
example.) 

We cannot go further into centrality and typicality conditions with­
out talking about how multiple conditions interact. I defer this to the 
next chapter, finishing this one with a discussion of the other most 
popular candidate for the theory of word meanings: meaning pos­
tulates or semantic networks. 

7.5 Network/Meaning Postulate Theories 

As remarked earlier, this type of theory has arisen in two largely in­
dependent lines of research. In the theory of semantic memory and 
in artificial intelligence (see Collins and Quillian (1969), Simmons 
(1973), Kintsch (1974), and Scragg (1976)), the representation of 
lexical information is called an associative network or a semantic net. In 
the philosophical tradition, Fodor, following Carnap (1956) and Bar­
Hillel ( 1967), has claimed that lexical information is to be stated in the 
form of meaning postulates (Fodor (1975); Fodor, Fodor, and Garrett 
(1975); Fodor, Garrett, Walker, and Parkes (1980)). What is common 
to both is that they treat lexical entries as semantically unanalyzed 
monads; semantic information about lexical items is stored externally 
in terms of network links or meaning postulates such as those in (7.4). 

(7.4) a. ISA (DOG, ANIMAL) 
b. RED(x) - COLORED(x) 
c. KILL(x,y) - CAUSE(x, DIE(y)) 

By passing through the network according to various general princi­
ples of inference, one can derive a great variety of less immediate 
connections between concepts. 7 

In sections 5.2 and 6.2 we argued that this cannot be all there is to 
semantics or cognition, for the productivity of such a system is limited 
to the finite number of concepts represented as nodes in the network. 
It cannot account for the production of new [TOKEN] or [TYPE] 
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concepts, nor can it account for creativity in categorizing these new 
concepts. Accordingly, it must be supplemented with mechanisms for 
constructing new nodes and links. 

Thus supplemented, network theory turns out to be a notational 
variant of semantic marker theory, at least for purposes of repre­
senting lexical information. (It may have different consequences for 
processing.) As an initial illustration of this point, the inference rules 
developed in chapter 6 give us means for converting freely between 
entry-internal and entry-external information formats: 

X ~ X 
(7.5) [ TOKEN/TYPE] TOKEN/TYPE j 

Y ; INSTANCE OF ([~YPE]) ; 

~ [::TiOKENrrYPE],, [~YPEJ,)] 
The left-hand expression in (7.5) represents the information Y as an 
internal semantic marker of concept i. By rule (6.11), Y can be incor­
porated in a [TYPE] listed within concept i; by rule (6.8), [TYPE]; can 
be externalized into an explicit categorization judgment, in effect a 
meaning postulate for concept i. The derivation can also go the other 
way, converting a meaning postulate into an internal semantic 
marker. Judicious use of abstraction operators can help to convert 
more complex meaning postulates into semantic marker format. 

As might be expected of a notational variant, network/meaning 
postulate theory inherits the defects of semantic marker theory, in 
only slightly disguised form . First consider the difficulty of exhaus­
tive decomposition. Fodor takes it to be a virtue of his theory that 
exhaustive decomposition is unnecessary. For example, he claims 
that "red" needs only the meaning postulate (7.4b); since both "red" 
and "colored" are primitive, there is no question of an unanalyzed 
residue in the former. The problems involved in treating "kill" as 
"cause to die" are handled similarly. 

But the resulting theory of "red" is informationally equivalent to a 
semantic marker theory that gives COLORED as the only marker of 
"red." It fails to explain how we decide that some #things# are red 
and some are not. Saying that there is a primitive RED merely evades 
the issue. Likewise, recall Bolinger's argument against distinguishers: 
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virtually any obscure aspect of lexical information can be the basis for 
an inference or an anomaly. In a meaning postulate theory, this 
means that one is forced to add endless meaning postulates until the 
inferential properties of the items in question are exhausted; these 
parallel precisely the semantic markers that must be added in the 
decomposition theory. Thus nothing is gained in terms of ability to 
represent lexical information. 

The fuzziness and family resemblance problems are not resolved 
by network/meaning postulate theory either. Fodor (1975, 62) notices 
that there may be objects such that we cannot be sure whether to call 
them "chair" or not. He accounts for this by attributing the fuzziness 
of "chair" not to the connection between the word and the corre­
sponding concept, but to the concept [CHAIR] itself. So far this is 
exactly the approach adopted here-but it leaves unaddressed how 
to characterize the fuzziness of the concept, the issue that should be 
of concern. In chapters 5 and 6 we argued that object categorization 
and linguistic inference depend on the same kind of information and 
produce the same range of judgments. Thus, whatever theory Fodor 
presupposes to account for the uncertain categorization of #objects# 
as #chairs#, it will also account for inferences involving the word 
"chair," fuzziness and all, rendering an independent component of 
meaning postulates for "chair" superfluous. By failing to recognize 
the unity of linguistic and nonlinguistic information, Fodor has sat­
isfied himself with too easy an answer. (This seems particularly odd in 
view of the fact that the main burden of his book is that semantic 
theory is to be concerned with the "language of thought.") 

Any of the refinements of semantic marker theory could of course 
be incorporated into a network/meaning postulate theory-for ex­
ample, by allowing a degree of confidence, membership, typicality, 
etc., as part of a network link or meaning postulate. Alternatively, 
one could externalize centrality and typicality conditions by distin­
guishing "necessary," "centrality," and "typicality" links. "Cup," for 
example, could have a centrality link to a concept "height-width ratio 
equals l"; "tiger" could have a typicality link to the concept "striped." 
Such possibilities crop up in the semantic memory literature from 
time to time. But patently the same information is being encoded; 
one must ask exactly the same questions to develop an item's network 
links as to develop its semantic markers. 

What are Fodor's arguments in favor of meaning postulate theory? 
Besides the hopelessness of stating exhaustive necessary and suffi-
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cient conditions, which, as we have seen, he only postpones, his main 
argument is based on real-time processing. Although I have so far 
eschewed such arguments, this one can't be avoided. 

Fodor says that there would be evidence for semantic marker the­
ory if it turned out that semantically complex words take more pro­
cessing time than semantically simple words. For instance, if "kill" has 
the same semantic structure as "cause to die," then one might expect 
"kill" to take more time to process than "die," because it contains an 
extra semantic unit. Similarly, it is well known that sentences con­
taining overt negation are significantly more difficult to process than 
corresponding positive sentences; if "bachelor" contains the negative 
semantic marker "not married," one might expect it to cause com­
mensurate difficulties . In an elaborate and careful series of experi­
ments, Fodor, Fodor, and Garrett (1975) show that there are no such 
semantic complexity effects on processing time; they also cite ex­
periments of Kintsch ( 1974) to this effect. This result, they claim, is 
predicted by meaning postulate theory, in which each word is of the 
same semantic complexity, namely, primitive. 

I want to undermine this argument indirectly by showing that one 
should not expect such semantic complexity effects. Consider motor 
concepts. A skilled musician can look at a passage of printed music, 
see it as an A-major scale in such-and-such an octave, and rip it off 
as one gesture. At the level of awareness there is a simplex unit 
#A-major scale# that is read and executed; but (as Alan Prince 
pointed out to me) at some level this unit must have enough internal 
structure to get all the right instructions to the fingers. Any musician 
can attest that one of the tricks to playing fast is to make larger and 
larger passages form simplex units from the point of view of aware­
ness- to "chunk" the input and output. This suggests that processing 
speed is linked not so much to the gross measure of information 
processed as to the number of highest-level units that must be treated 
serially. Otherwise chunking wouldn't help. 

There is no reason to suppose that semantic processing works dif­
ferently from motor and visual processing. That is, it is probably 
mistaken to expect word processing time to reflect word-internal 
semantic complexity. Rather, a word should be regarded as an en­
coding of a chunk of semantic information; it is the retrieval of 
such high-level chunks that should be expected to limit processing 
speed-exactly the result of Fodor's and Kintsch's experiments. 
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This takes care of the "kill"-"die" argument, but the argument 
from negation requires further discussion . The argument is that 
there are four possible sources of negation in English: explicit nega­
tives such as "not," morphological negatives such as the prefixes "un-" 
and "in-," implicit negatives such as "deny," and words involving 
"purely definitional negation" such as "bachelor." The first three of 
these classes have syntactic effects on the rest of the sentence; for 
example, they permit the use of the quantifier "any" within their 
scope, which cannot appear in positive declarative nongeneric clauses 
(see Klima (1964)): 

(7.6) a. *They found any. 
b. They did not find any. 
c. It is impossible to find any. 
d. They deny that they found any. 

(no negative) 
( explicit negative) 
(morphological negative) 
(implicit negative) 

By contrast, the purely definitional negatives do not have such syn­
tactic effects. Fodor, Fodor, and Garrett (1975) find that explicit 
negatives are most difficult to process, morphological and implicit 
negatives slightly easier, and purely definitional negatives signifi­
cantly easier, in fact indistinguishable from nonnegative words. They 
argue that therefore one wants a theory in which the purely defini­
tional negatives contain no negation. This requirement is satisfied by 
the meaning postulate theory, in which definitional negatives are 
primitive. 

However, this leaves us in the position of having no account of why 
implicit negatives like "deny" take longer to process, since these too 
must be semantically primitive in Fodor's theory. The real general­
ization, it seems to me, is that increased processing time is a function 
of the magnitude of potential interaction between the negative word 
and the rest of the sentence. As Klima ( 1964) shows, explicit negatives 
have the most drastic effects on the syntactic and semantic composi­
tion of the rest of the sentence; morphological and implicit negatives 
take part in only some of these interactions; and, as noted, purely 
definitional negatives take part in none. Thus, this hypothesis for the 
source of processing difficulty, unlike Fodor's, yields the correct gra­
dation of difficulty. Moreover, it is consistent with either a semantic 
marker or a meaning postulate theory. The problem in this theory, 
which must be solved in any event for an adequate grammar, is to 
explain how the different types of negation produce different in­
teractions with the rest of the sentence.8 
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To sum up: we have shown that network/meaning postulate theory 
is a notational variant of semantic marker theory with respect to the 
representation of lexical information. All the problems of semantic 
marker theory arise analogously in network/meaning postulate the­
ory, and at least one set of alleged real-time processing arguments for 
the latter actually fails to decide between the two, or even perhaps 
favors the former. 

Thus, while I agree with Fodor and his associates on the inade­
quacy of necessary and sufficient conditions, they have given no valid 
reason for abandoning the notion of lexical decomposition in seman­
tic theory. We will therefore continue to assume that lexical items do 
have semantic decompositions, though not into necessary and suffi­
cient conditions: As will be seen, the assumption of decomposition is 
essential to all the analyses that follow. 



Chapter 8 
Pref ere nee Rule Systems 

8.1 Wertheimer's Principles of Grouping 

To work out a more comprehensive account of word meanings, we 
invoke the Cognitive Constraint again. Since among the possible 
words must be those for perceptual concepts, the theory of word 
meanings must be at least expressive enough to encompass the kinds 
of conditions such concepts require. This chapter will begin by inves­
tigating one such set of conditions, in order to place a lower bound 
on the complexity of the theory of word meanings . 

Wertheimer ( 1923) investigates the perceptual principles organiz­
ing collections of shapes into larger units . Consider the configura­
tions in (8.1). 

(8.1) a. b . 
000 00 00 000 

(8. la) is most naturally seen as three circles to the left of two other 
circles; (8.1 b) as two circles to the left of three. 1 One can force oneself 
to see other organizations, but these are the most salient and arise 
most spontaneously. The principle behind this grouping evidently 
involves relative distance: the circles that are closer together tend to 
form a visual group. 

This perceptual principle of proximity is a graded condition. Its ef­
fect can be enhanced by exaggerating the disparity of distances, as in 
(8.2a), and it can be weakened by reducing the disparity, as in (8.2b). 
Among other things, this gradation of strength means that it is har­
der in (8.2a) than in (8. la) to make oneself see groupings other than 
2-3, and easier in (8.2b). If the circles are equally spaced, as in 
(8.2c), no particular grouping judgment is favored by the presented 
configuration. 
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(8.2) a . 
00 000 

b. 
0 0 0 0 0 

C. 

0 0 0 0 0 

Wertheimer observes that a parallel principle affects temporal 
groupings. For example, the rhythms in (8.3) have groupings analo­
gous to the visual patterns in (8.1) and (8.2) . 

(8.3) a. C. 

rrrirr 
d. e. 

((1((( r r r r r 
The effect of temporal grouping is independent of sensory modality, 
for the rhythms in (8.3) can be presented as beats on a drum, as 
flashing lights, or as gentle touches of a finger on the back of your 
neck. 

Given appropriate preconditions, the principle of proximity is 
sufficient. to bring about a grouping judgment. However, it is not 
necessary. Suppose we take (8 .2c), to which the principle of proximity 
fails to apply, and change the sizes of some of the circles, as in 
(8.4a,b). Salient grouping judgments emerge immediately. 

(8.4) a. 
00000 

b. 
00000 

Similar effects can be produced by changing the shape or color in­
stead of the size of the elements in (8.2c). The operative principle is 
one of similarity: elements that are more similar in internal structure 
tend to be grouped together. This principle too is graded. (8.5a), with 
greater relative differences, enhances the grouping judgment; (8.5b), 
with smaller relative disparity, weakens it. 

(8.5) a. 
00000 

b. 
00000 

Again, Wertheimer shows that this principle applies to temporal 
groupings as well. For instance, in (8.6) the equally spaced notes 
group by likeness of pitch. The strongest effect appears with distantly 
spaced groups of like pitch (8.6b); weaker effects occur with less 
marked disparities (8.6c,d). 
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(8.6) a. b. c. d. 

I § J J F F F 11 J J F F F II J J J J J II J J J r f 11 

Like the principle of proximity, then, the principle of similarity is a 
graded condition that is not necessary to induce grouping judgments, 
but that under certain conditions is sufficient. 

The principles of proximity and similarity are a commonplace of 
elementary psychology texts, but most often only as principles of 
static visual patterning. Their intermodal character is widely over­
looked, even by writers as astute as Hochberg ( 1974), who, surpris­
ingly, suggests attributing these principles of organization to the 
character of motor programs for eye movements in the visual system. 
We can see already that he is wrong on two counts: the principles are 
not exclusively visual; nor can they be motor in origin, since there are 
no motor processes involved in auditory perception. 

It would seem in fact that these principles are best articulated in 
terms of a level of mental representation that is capable of generaliz­
ing both across sensory modalities and across spatial and temporal 
organizations. In the present theory this is the level of conceptual 
structure, which we have defined in terms of the first of these de­
siderata. We will see in section 9.2 that it satisfies the second as well. 2 

In addition to intermodality, Wertheimer discusses another aspect 
of these principles that is usually overlooked: the way they interact 
with one another. Consider fields in which both principles apply. In 
(8.7a) proximity and similarity reinforce each other, since the two 
small circles are close together and the three large circles are close 
together. The resulting grouping intuition is quite strong. In (8. 76), 
though, one of the small circles is near the large circles, so the princi­
ples of proximity and similarity conflict. The resulting intuition is 
ambiguous: one can see the middle circle as part of either the left­
hand or the right-hand group, and it may even switch spontaneously, 
like the vase-faces or the duck-rabbit of chapter 2. As the middle 
circle is moved even further to the right, as in (8 . 7c), proximity exerts 
a still stronger effect and succeeds in overriding the principle of 
similarity. Intuition now clearly includes it in the right-hand group, 
though one may still sense the conflict. Alternatively, the effect of 
similarity in (8.76) can be weakened by enlarging the small circles, as 
in (8.7d). Again proximity comes to dominate, though perhaps less 
decisively. 
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(8.7) a. oo 000 b. oo o0 0 

c. oo o00 d. 00 000 

Parallel musical examples appear in (8.8). 

(8.8) a. b. c. d. 

I§ J J i F F F II J J g J r I II J!J'! t J p p II J J t J J J II 

Thus the principles of proximity and similarity are both graded 
conditions, neither of which is necessary and neither of which is 
sufficient to bring about a grouping judgment. The judgment that 
emerges depends on the relative strengths with which the two princi­
ples apply. If neither applies, as in (8.2c) or (8.3e), intuition is vague. 
If only one applies, it imposes a grouping judgment. If both apply, 
they can either reinforce each other, resulting in stronger judgments, 
or conflict, resulting in weak or ambiguous judgments. In a conflict­
ing situation, if one applies with sufficiently greater strength than the 
other, it may override the other to impose an unambiguous, though 
still conflicted or tense, judgment. 

8.2 Rules for Musical Grouping 

These illustrations have treated only two of many of the principles of 
organization motivated by Wertheimer, all of which interact in similar 
fashion. Jackendoff and Lerdahl (1981), Lerdahl and Jackendoff 
(1982, chapter 3) develop detailed principles of grouping for music; I 
would like to summarize the results here, to show something of the 
full complexity of the situation. The visual case is if anything richer. 

Grouping in music is the imposition by the listener of a hierarchical 
segmentation on a sequence of pitch-events (notes or chords). For 
example, (8.9) shows, by means of slurs beneath the musical notation, 
the intuitively most natural grouping for the opening phrase of 
Mozart's Symphony No. 40. 

(8.9) 

®ui. ~- U I r LJ r E] I (t t 
"----­'----­-------
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According to this structure, the first three notes form a group, the 
fourth through sixth notes form a group, and the seventh through 
tenth notes form a group. In turn, the first two small groups form a 
group, which combines with the third small group. The resulting 
group, the first half of the phrase, combines with the identically 
structured second half to form a still larger group, which itself is 
combined with other groups, not shown, into larger-scale groupings. 

This structure is intuitively evident to the listener, although he 
probably cannot articulate it without prompting. How evident it is can 
be ascertained by comparing it with a putative grouping in which, say, 
the first four notes form a group, the next four form a group, and so 
on- an organization that bears no resemblance to anyone's intu­
itions. One of the problems for a theory of musical cognition is to ex­
plain how one imposes this structure on the presented musical signal. 

The first task of the theory of grouping is to express the fact that 
there is grouping structure at all rather than some different organi­
zation - say, one that associates the first and the last event, the second 
and the penultimate event, and so forth, in a nesting sort of structure. 
The essential nature of grouping structure is expressed in a set of 
grouping welljormedness rules, which define necessary conditions on 
grouping structure. To summarize, a group must be constituted out 
of a sequence of contiguous events; a piece must be exhaustively 
segmented into groups; although a group may be completely em­
bedded in another group, it may not overlap a boundary of a group 
that contains it. 

However, the grouping well-formedness rules seriously under­
determine the assignment of structures to pieces; there are many 
exhaustive hierarchical segmentations possible in (8.9), only one of 
which conforms to musical intuition. It turns out to be impossible to 
refine the well-formedness rules to define the correct structure for 
the general case. Rather, Lerdahl and I were forced to resort to 
principles called grouping preference rules, with characteristics like 
those of Wertheimer's principles discussed in _the previous section. 
We chose the term "preference rule" because these rules establish not 
inflexible decisions about structure, but relative preferences among a 
number of logically possible analyses. Our hypothesis is that one im­
poses on a musical surface a projected #structure# that represents 
the highest degree of overall preference, when all applicable prefer­
ence rules are taken into acc;ount. Such a structure is judged the most 
highly preferred, or most coherent, or most salient, or most stable. In 
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the case of structural ambiguity, more than one possible structure 
attains sufficient salience to be projectable. 

The preference rules for grouping divide into two types: those that 
are local in application, attending only to a single small part of the 
structure at a time; and those that are global, attending to more than 
one area at once. 

One local rule is an elaborated and more explicit form of the prin­
ciple of proximity. It searches the musical surface for breaks in the 
musical flow, and says that breaks are preferably to be heard as 
grouping boundaries. The rule has two cases. The first looks for rela­
tively large spaces between the end of one note and the beginning of 
the next; it is thus sensitive to the presence of rests (silences). The 
other case looks for relatively large intervals of time between onsets 
of successive notes, and is thus sensitive to the presence of long notes. 

Another local rule is a more complete version of the principle of 
similarity, spelling out the dimensions of similarity to which musical 
grouping is sensitive. Like the proximity rule, it searches for distinc­
tive transitions at which grouping boundaries may be set. It has cases 
sensitive to relatively large changes in pitch (as in (8.6)), to changes in 
dynamics, and to changes in prevailing articulation (slurs vs. de­
tached notes, for instance). One might add further cases to deal with 
change in timbre or instrumentation. Each case in both these rules 
operates independently of the others, all of them interacting in 
reinforcement or conflict, as laid out in the previous section. 

A third local rule is concerned not with the details of the musical 
surface, but with the details of the imposed structure. In principle, 
one could place a group boundary between every successive pair of 
notes in a piece; but such segmentation would be overly fussy. This 
rule states a strong preference against extremely short groups, par­
ticularly those consisting only of a single note. It expresses the intu­
ition that very small-scale grouping in music is marginal except when 
supported by very sharp articulation of boundaries-such as when 
there is very strong evidence from proximity and similarity. 

The global preference rules impart to grouping structure its holis­
tic character, whereby the structure of the whole is potentially dif­
ferent from the structures assigned to its parts in isolation. Such 
differences will appear just at those points where global and local 
evidence are in conflict, and the global evidence is more powerful. 
Global evidence can also be used to reduce local ambiguity, in situa­
tions where local evidence does not produce a decisive preference. 
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One of the global rules says to prefer a grouping structure in which 
subdivided groups contain two parts of roughly equal length (it says 
nothing, though, about the further division of the parts). This rule 
thus attempts to impose a degree of symmetry on grouping structure. 
Like the last of the local rules, it is an abstract normative condition on 
structure, without regard to content. On the other hand, being only a 
preference rule, it may be overridden if the content of the musical 
surface, through the influence of other preference rules, militates 
otherwise. 

Another rule of global effect seeks to form a grouping structure in 
which the constituent groups are parallel in internal structure. Par­
allelism in music embraces such factors as motivic and rhythmic 
similarity, similarity of harmonic structure, similarity of internal 
grouping, and so forth. An extremely powerful factor in musical 
cognition, it can lead to placement of boundaries where there is no 
local evidence, to suppression of boundaries in the face of local 
evidence, and especially to the establishment of large-scale sectional­
ization of a piece, which local cues can in no way determine. Pre­
sumably, the more parallelism one can detect, the more internally 
coherent a piece becomes, and the less independent information 
must be processed and retained in hearing or remembering a piece. 

Still another rule relates preferences in grouping structure to other 
aspects of musical structure called time-span reduction and prolon­
gational reduction. These are independent hierarchical structures, 
also regulated by sets of preference rules, that express melodic and 
harmonic aspects of musical cognition that need not concern us here; 
various principles link choice of grouping structure with possible 
choices in these two domains. The preference rule in question says 
that one should prefer a grouping structure that results in more 
highly preferred time-span and prolongational reductions. In effect, 
the grouping is not free to do as it pleases: all aspects of the musical 
structure must form a coherent whole. 

All of these preference rules demonstrably play a role in the 
structuring of music. Even if some apply more frequently and with 
greater effect than others, the "less important" rules often decide 
crucial cases. Thus the concept of a musical group, though intuitively 
quite simple, is revealed as a complex interweaving of well-formed­
ness conditions and preference rules. 
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8.3 Application to Word Meanings 

I have gone into musical grouping in such detail because of its im­
portance in understanding what goes into a word meaning. First of 
all, assuming that this theory is a roughly correct account of the cog­
nitive principles governing the experience of grouping in music, it is 
almost trivially obvious that the whole system of grouping well­
formedness rules and preference rules must be contained in the 
sense of the word "(musical) group," for it is these rules that are re­
sponsible for deciding whether a particular collection of pitch-events 
in a musical stream is identified as a #group# or not. 3 The complex­
ity of this system thus sets a lower bound on the potential complexity 
of word meanings. Many words are doubtless more complex, though 
few if any have been explored in this depth. 

Beyond the particulars of the analysis, it is not hard to see that the 
rules of grouping have all the properties we have come to expect in a 
word meaning. [GROUP] is far from an unanalyzed monad, nor is it 
an exhibition of a sample set of exemplars or templates; it is a set 
of rules that attend to various aspects of the represented field. Some 
of the relevant details are perceptual-for example, the relative 
pitches of adjacent notes. Some, however, are purely structural 
(i.e., intensional), such as the preference rule that desires symmetry 
and the well-formedness condition that prevents groups from over­
lapping. 

Although some of the rules are necessary conditions, there is no 
subset of the rules that is both necessary and sufficient. Moreover, an 
advocate of necessary and sufficient conditions could not simply 
eliminate the preference rules from the meaning of the word: that 
would predict that people would identify as groups all kinds of 
configurations that are patently absurd. The necessary conditions 
alone are far too unselective. 

For certain situations (such as (8.3a)), satisfaction of the necessary 
conditions plus one preference rule is sufficient to create a judgment. 
In fact, for nearly every preference rule there is a possible configura­
tion in which it alone is criterial. This characteristic of the rule system 
enables us to discard Searle's (1958) proposal, cited in section 7.4, 
that "enough" criterial features must be met to make a positive judg­
ment: since "enough" varies from configuration to configuration, and 
can be as little as the necessary conditions plus one, it is not very 
useful to simply count positive rule applications. Rather, as shown by 
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Wertheimer, we must employ a measure that balances strength of 
confirmatory rule applications against strength of disconfirmatory 
rule applications. We will return to this problem shortly. 

Grouping judgments follow the same yes/no/not-sure distribution 
that we found in # token#-identification and categorization judg­
ments in chapters 3-6. For instance, in (8.3a) and (8.9) the first three 
notes clearly form a group; in (8.6a) and (8 .8a) they clearly do not; 
and in (8.3e), (8 .6d), and (8.8b) one is not sure. This paradigm is 
partly the result of rule applications of graded strength, like the cen­
trality conditions presented in section 7.4. But in addition the prefer­
ence rule system gives groups a family resemblance character. 
There are groups bounded by pauses, groups bounded by pitch dis­
continuities, groups constituted for reasons of symmetry, and so 
forth. Many groups share a number of these characteristics, but no 
particular subset of them is "central" or criteria!. Thus each prefer­
ence rule acts as a typicality condition, in the sense of section 7.4- it 
applies only some of the time. Yet one does not want to say that 
"group" is an ambiguous term that should be divided into different 
notions corresponding to the different preference rules (as we saw 
Katz advocating for "game" in section 7.4); it is a musically and cog­
nitively unified notion . 

Some groups are identified as such by nearly all the preference 
rules, acting in mutual reinforcement. Pieces of music with this kind 
of grouping are generally very square and straightforward-chil­
dren's songs, simple folk songs, marches, dances, and the like. They 
are easily comprehended and may be regarded as stereotypical. The 
interesting thing is that stereotypes are nowhere directly described in 
the theory; rather, they arise as an emergent phenomenon from the 
maximal reinforcement of the preference rules. This is the same way 
that stereotypes appear in Rosch and Mervis's (1975) treatment of 
family resemblance phenomena.4 In short, the principles of musical 
grouping behave just as a word meaning should. 

Musical grouping illustrates a point that is not evident in previous 
literature: the way the nonnecessary conditions for concept satis­
faction- the typicality conditions- form an interactive system that 
operates according to the principles of reinforcement and conflict 
pointed out by Wertheimer. To be sure, the interaction of rules has 
been observed in many individual phenomena, but it has not been 
stated as a general characteristic of rule systems in cognition. In 
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section 8.7 we will show how general this interactive property is; one 
example will suffice here. Recall Labov's (1973) graded condition on 
height-width ratio in cups, bowls, and vases, discussed in chapters 5 
and 7. Labov also observes that having a single handle is a typicality 
condition on cups but not on vases or bowls. As a result, examples 
with a wider range of height-width ratios will be judged cups if they 
have handles than if they do not. For example, (8.lOb,d), without 
handles, are vague between cups and non-cups; but (8.1 lb,d), with 
the same height-width ratios but handles, are more likely cups . On 
the other hand, having a handle cannot make more extreme cases 
such as (8. lla,e) into cups; the influence of the height-width ratio is 
sufficiently strong to override the handle condition. 

(8.10) 

0 
a. 

0 
b. 

0 
c. d. 

\~_~) 
e. 

(8.11) 

V V D 
c. d. e. 

a. b. 

The difficulty in making such a system of interactive principles into 
a fully predictive theory lies in what happens when rules conflict. Do 
they balance, giving an ambiguous or unclear judgment, or does one 
override the other? One's immediate reaction is to try to quantify 
strength of rule application, and thereby obtain a numerical measure 
to predict judgments. Such a measure would have to incorporate two 
factors: the inherent strength (or importance, or criteriality) of each 
rule, multiplied by the strength of the application of each rule in the 
particular situation at hand. Both are necessary to derive the sort of 
balancing effects that occur in (8.7), (8.8), and (8.11). Measures like 
this appear, for example, in Tenney and Polansky's (1980) computer 
program for certain aspects of musical grouping and, in effect, in 
Winston's (1970) program for certain aspects of visual pattern recog-
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nition. The measure of cue validity discussed by Rosch and Mervis 
(1975) and Smith and Medin (1981) is also of this nature. 

On the other hand, constructing such a measure presumes that one 
can meaningfully assign numerical values of strength to all rule ap­
plications. Return to the theory of grouping. While it is fairly straight­
forward to measure empirically the relative effect of local rules, it is 
harder to balance the strength of local rules against the strength of 
global effects that implicate many points in the structure - and 
harder yet to compare the strength of two global preferences that 
converge at one point and diverge elsewhere. Especially problematic 
is the effect of intercomponential interactions, where the choice of 
grouping structure indirectly affects the relative stability of the two 
reductional structures, which in turn reflect back on the stability of 
the grouping structure. How is one to tease these factors apart and 
assign them numerical values? For example, how similar do two pas­
sages have to be to count as parallel, and to what extent can a far­
fetched parallelism override local grouping cues? Much depends on 
the style of the composition and sometimes even on the particulars of 
the piece itself. Through judicious manipulation, a composer can 
create contexts that make radically different passages count as paral­
lel (consider Beethoven's Diabelli Variations, for instance). 

For reasons like this, the quantification of rule strength is more 
complex than is generally supposed. In general, nothing will be 
satisfactory short of a global measure of stability over all components 
of the musical structure of an entire piece. To compute such a mea­
sure over all plausible analyses appears to lead, for a piece of any 
complexity at all, to the computational explosion so dreaded in com­
puter simulation. (And the computations required for composing 
music would likely be exponentially worse!) 

There is evidence that this computational complexity is psycholog­
ically real. Much of the interest in "art" music comes from its ex­
ploitation of conflict among preference rules to increase tension and 
ambiguity. Characteristically, multiple interpretations at a local level 
are resolved by global considerations, themselves often kept ambigu­
ous by conflict among preference rules. It is these complexities that 
make such music in all its richness inaccessible to unsophisticated lis­
teners. By contrast, most folk music and "popular" music is charac­
terized by strong reinforcement of preference rules at all levels, so 
that the most salient structure is computable largely on the basis of 
local considerations and is never open to doubt. This means that 
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increased musical sophistication may be partially attributed to in­
creased capacity for entertaining multiple large-scale structures si­
multaneously, hence to a more effective ability to resolve conflicts 
between local and global factors. Thus, music that is considered more 
"difficult" does in fact put greater demands on the listener's compu­
tational capacity, as the notion of a global stability measure seems to 
predict. 

While the problem of balancing local vs. global rules is not the only 
obstacle to a completely formalizable theory of preference rule in­
teraction (Smith and Medin (1981) mention some, and another will 
crop up in section 8.7), it is perhaps the most serious. It appears time 
and again in the discussion of "bottom-up" vs. "top-down" processing 
in perception and cognition. Clearly, global or top-down constraints 
are involved in many domains. For example, in language, one's 
pragmatic expectations about what the message will be can affect 
what phonetic segments one perceives. Similarly, "priming" effects in 
categorization-such as the fact that one will tend to see the duck­
rabbit (example (2.4)) as a duck more readily if it is surrounded by 
unambiguous ducks, or if it has been preceded by presentation of 
ducks or by the word "duck" -are examples of the global rule of 
parallelism in a domain quite different from music. In fact, such ef­
fects are so common that there is hardly a convincing example of 
what Pylyshyn ( 1980) calls a "cognitively impenetrable" domain, a 
domain of mental activity that cannot be influenced to some extent by 
the coherence of its output within the overall scheme of things. 

To sum up, we have shown that a preference rule system has the 
correct formal properties to account for the characteristics of word 
meanings-in particular, to cope with the gradation of judgments 
and with the existence of exceptions to many apparently defining 
conditions. We can thus include in word meanings all those condi­
tions that people seem to consider crucial, such as stripedness in ti­
gers, two-leggedness in humans, and competition in games; they are 
simply marked as typicality conditions rather than as necessary 
conditions. 

A word meaning, then, is a large heterogeneous collection of such 
conditions dealing with form, function, purpose, personality, or 
whatever else is salient. Taxonomic information, to be discussed in 
section 8.5, also plays a role. As the importance of information for 
individuation and categorization drops off (as weighting, observabil­
ity, or frequency of occurrence decreases), it shades toward "ency-
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clopedia" rather than "dictionary" information, with no sharp line 
drawn between the two types. 

In permitting conditions that have exceptions, we are not sanc­
tioning total lack of constraint in word meanings. Rather, the fact that 
the conditions are embedded in a preference rule system, operating 
according to Wertheimer's principles of reinforcement and conflict, 
means that there is overall control over the degree to which a par­
ticular item may be exceptional. This control is embodied in a 
measure of stability that encompasses all the conditions in a word 
meaning. Items that satisfy all or most conditions receive the most 
stable analyses and are judged more stereotypical instances of the 
concept in question. Items that fail more conditions receive less stable 
analyses; depending on what other analyses are possible, such items 
may be judged dubious instances or noninstances of the concept.5 

On the other hand, we have found that the measure of stability has 
problematic computational characteristics. I believe that attempts in 
the literature to deal with this difficulty have not recognized the full 
generality of the problem, and so have been less than adequate. Sec­
tion 8.7 will return to this issue, showing how basic the notion of 
preference rule system is to psychology. 

8.4 Default Values and Prototype Images 

An important contribution of computational theories of cognition is 
the notion of a default value. It is often the case that a particular 
[TOKEN] is missing certain information from which one wishes to 
draw an inference. For example, with visual inputs, one generally has 
no information about the back of an object; but one generally has a 
strong hypothesis or "best guess" about it, and one is most often not 
even aware that this hypothesis is an assumption. Similarly, with lin­
guistic inputs, one is constantly disambiguating lexical items and 
syntactic structures. The degree to which this takes place unawares 
was not noticed until attempts at machine translation revealed ram­
pant potential ambiguity iri sentences, suppressed by semantic and 
pragmatic factors. 

Approaches to this problem are found in Charniak's (1972) "de­
mons," Schank and Abelson's (1975) "scripts," and Minsky's (1975) 
"frames" (and from a much broader perspective, Goffman's (1974) 
similar notion of frames). All of these are sets of conditions, often of 
great complexity, specifying what a typical member of some [THING 
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· TYPE] or [EVENT TYPE] is like. These conditions are used as de­
fault values, to fill in or anticipate information not present in a visual 
or textual input-for example, that rooms usually have walls and 
ceilings, that one usually gives presents at a birthday party, and that at 
a restaurant one often decides what to eat after looking at a menu. 
One presumably uses this information not just to understand stories, 
but also to structure one's own action at birthday parties and in res­
taurants (this is the aspect that Goffman stresses). 

In effect, these sets of conditions are preference rule systems for 
concepts more complex than we have considered so far. Their im­
portance here lies not in their details but in what they show about 
preference rule systems. Up to this point we have considered con­
ceptual structure primarily as a means for identifying and categoriz­
ing [TOKENS]: the rules specify ways of checking input against an 
internal standard. But one of the virtues of a preference rule system, 
as opposed to a system of necessary and sufficient conditions, is that 
one does not have to check all the conditions to arrive at a judgment. 
Rather, only enough need to be checked to establish a satisfactory 
degree of stability. Once one has arrived at a judgment, then, there 
are often preference rules that have not been (or cannot be) checked 
against the input at hand. The essence of frame/script theory is that 
one can turn around and employ these unused preference rules to 
supply default values for features of the concepts that have not been 
established during identification or categorization. 

This way of looking at frame/script theory captures a generaliza­
tion that appears to have been missed by most practitioners of the 
notion: the essential connection between the frame selection task 
(how one categorizes novel things and events) and the use of a frame 
for its default values. I am claiming here that these two tasks use the 
very same information. For instance, suppose that we were to watch a 
segment of a movie (or walk into someone's house) in which people 
were wearing funny hats, giving someone presents, etc. We would use 
the same information to decide that we were witnessing a birthday 
party in such a case (to select the "birthday party frame") as we would 
to anticipate what would happen at a birthday party to which we had 
been invited. We just use this information differently. 

The use of preference rules to supply default values should not be 
too surprising. It is simply an extension of the principle of the syl­
logism to less fully determined cases. For example, a typical person 
has kidneys; you are a person; therefore, you probably have kidneys 
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and I will act as though you do until I have evidence to the contrary. 
In the formal framework of chapter 6, such "invited inferences" are 
expressed as follows: We permit inference rule (6 .11), repeated here 
as (8.12), to apply when Y is a typicality condition as well as a neces­
sary condition. 

(8.12) [X ] 
INSTANCE OF <[?PE],), ~ [n 

With the arrow going from left to right, this rule extracts a prefer­
ence rule from a [TYPE] and embeds it in a [TOKEN] that is an 
instance of the [TYPE]. In addition, we need a rule that chooses 
satisfaction of the preference rule as a default value for the [TO­
KEN]. Let P(Y) be a preference rule, of which Y is the maximally 
stable or preferred condition; and let "~" be the sign for invited 
inference, that is, an inference that can be canceled by contradictory 
evidence. Then the use of a preference rule as a default value is for­
malized as (8.13) . 

(8.13) [X ] ~ [X] 
P(Y) Y 

This use of preference rules explains the intuitive appeal of the 
notion that the meaning of a category word is an image of a stereo­
typical instance of the category. Certainly one does often experience 
a mental image of a typical tiger when thinking about tigers or about 
the word "tiger." However, as Fodor (1975) points out, there are ter­
rible problems in stating how one relates the stereotype to anything 
else. In particular, it is impossible to use it to make categorization 
judgments. Moreover, Rosch et al. (1976) undermine the generality 
of a stereotype theory by pointing out that one does not form an 
image of a stereotype for every category. They pick out a class of 
"basic objects," the most inclusive categories whose instances, among 
other things, have similar shapes. (Chairs, for example, are basic ob­
jects; furniture is not.) They show experimentally that basic objects 
are the most inclusive [TYPES] for which a concrete image for the 
[TYPE] as a whole can be formed (i.e., for which the image-of­
stereotype theory is plausible) and that, essentially, basic categories 
are the easiest to learn. 

Now recall what was said about mental images in chapter 2: they 
are projected #entities# generated from conceptual structure, which 
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resemble in many respects the #real objects# they are images of. In 
particular, they share most conceptual features that concern visual 
appearance, differing only in some feature like REALJIMAGINED. 
Now suppose that one wants to imagine a [TYPE]. Since, as argued in 
chapter 5, a [TYPE] has no visual projection, the best one can do is 
imagine a [TOKEN, INSTANCE OF TYPE]. What information does 
one put into the #image# of the [INSTANCE]? Since the environ­
ment in this case provides no data at all, default values will be chosen 
for all typicality and centrality conditions, resulting in a maximally 
stereotypical conceptual structure for the #image#. Hence the ex­
perience of an #image of a stereotypical instance of a type# is just 
about what one would expect. Nonetheless, the #image# is not com­
pared against #exemplars#: the [TYPE] projecting the #image# is. 
Hence Fodor's objection to the image theory is avoided without ne­
glecting the intuition behind it. 

Now suppose that a [TYPE] is such that a number of its preference 
rules concerning visual appearance are equally salient and mutually 
exclusive, because exemplars fall into groups of radically different 
shapes. "Furniture" expresses such a [TYPE]; the commonality of its 
members is found mainly in their function, not their shape. In such a 
case, it will be impossible to generate an #image# that incorporates 
default values for all preference rules, and hence there will be no 
possible #image of a stereotypical instance#. This is just the result 
obtained by Rosch et al.: the categories for which one can form im­
ages are those for which most instances have more or less similar 
shapes. The use of preference rules as default values thus accounts 
for the limitations of generality in the stereotype-image theory, again 
without denying the intuition behind its appeal. 6 

8.5 Preference Rules in Taxonomies 

It is a commonplace of semantic and cognitive theory to use taxo­
nomic information to reduce redundancy in conceptual structure. 
When a concept C contains a feature f, no concept that is an instance 
of or contained in C need be marked for J,· all subordinates inherit f 
as a default value. (In fact, one can think of meaning postulate/ 
network theories as carrying this practice to an extreme, so that a 
concept need contain no features at all.) In the present theory, this 
possibility is stated in terms of inference rule (8.12). 
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Things become more interesting when exceptionality enters the 
picture. Raphael (1968) permits concepts subordinate to a concept C 
to be marked as exceptions to a feature f of C, and specifies that only 
the exceptional cases are marked. In present terms, since the feature 
f permits exceptions, it would be regarded as a typicality condition of 
C. Raphael's treatment corresponds to the intuition that once one 
learns the rule for the concept C, only the exceptions to f need be 
learned and stored among C's subordinates. 

Extending this approach, we can account for the source of differ­
ent sorts of exceptionality in a single word meaning. For example, 
one of the typicality conditions on [BIRD] is [CAN FLY]. [ROBIN], 
being subordinate to [BIRD], inherits this feature from it. Now sup­
pose Roberts the robin has a broken wing and can't fly. Then his 
representation will be marked exceptional with respect to the feature 
in question; the exceptionality will be at the level of the individual. 
On the other hand, since it is typical of ostriches not to fly, [OS­
TRICH] must be marked an exception to the feature [CAN FLY] at 
the level of species; individual ostriches will be atypical birds, inher­
iting this exceptionality as a default value in their representations. 
But suppose Ollie the ostrich has somehow learned to fly. This does 
not cancel out the exceptionality of ostriches within his representa­
tion, making him a more typical bird. Rather, he must be marked an 
exception to the typicality condition [CANNOT FLY] that he would 
otherwise inherit from [OSTRICH]. Thus he is doubly exceptional. 
The diagram in (8.14) sums this up. (As in (8.13), P(x) means that xis 
a preferred or typical condition.) 

(8.14) 

[

TYPE l 
BIRD 
P(CAN FLY) 

[

TYPE l 
ROBIN 
INSTANCE OF [BIRD] 

TOKEN j 
ROBERTS 
INSTANCE OF [ROBIN] 
CANNOT FLY 

TYPE 
OSTRICH 
INSTANCE OF [BIRD] 
P(CANNOT FLY) 

r

TOKEN 
OLLIE 
INSTANCE OF [OSTRICH] 
CAN FLY 
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Consider also our old friend "bachelor," whose meaning presum­
ably consists of the necessary conditions [MAN, ADULT, NEVER 
MARRIED]. This too inherits exceptions and dubious judgments 
from its superordinates. A one-legged bachelor is still a bachelor, but 
exceptional as a [MAN]. [ADULT] has a graded condition of age, by 
virtue of which we are dubious about whether to call a 12-year-old a 
bachelor, less dubious about a 16-year-old, and fully confident about 
a 21 -year0 old. [MARRIED] has nasty little problems about time, as 
well: at what precise moment during the marriage ceremony does 
one cease to be a bachelor? (This seemingly absurd question might 
even have practical repercussions, for instance for a probate court 
that had to dispose of the estate of someone who died during his 
wedding.) What these examples show is that the use of typicality con­
ditions as default values in a taxonomic hierarchy is of utility in sort­
ing the welter of imaginable atypical cases into some coherent order. 

A different property of taxonomies emerges from an observation 
of Putnam (1975). He claims that his own personal conceptual struc­
tures for "elm" and "beech" must be the same-a stereotypical de­
ciduous tree-since he cannot distinguish instances of the two. Yet 
their representations must differ, since the words are not synonyms. 

But Putnam knows more than he claims to. What he overlooks is 
that if he were told that a particular tree was a beech, he would most 
likely judge that it is not an elm, and vice versa. This suggests a 
general preference rule over taxonomies, whereby members at a 
particular level of a taxonomy are typically disjoint. One feels un­
comfortable, for example, with the notion that a color can be both 
red and purple, or that some object is both a cup and a bowl, or that a 
photon is both a wave and a particle. Such analyses are unstable be­
cause they violate this condition over taxonomies. 

To begin to state the principle formally, we need to express tax­
onomic relations in conceptual structure. The functions INSTANCE 
OF and EXEMPLIFIED BY express subordination and superordina­
tion, respectively, but there is as yet no way to express the notion of 
two subordinates being "at the same level" in the taxonomy. The no­
tation developed so far permits indiscriminate mixing of exemplars 
and subordinates at all levels, as in (8.15). 
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(8.15) TYPE 
BIRD 
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EXEMPLIFIED BY [TYPE ROBIN] 
EXEMPLIFIED BY [TYPE OSTRICH] 
EXEMPLIFIED BY [TYPE DUCK] 
EXEMPLIFIED BY [TYPE MALLARD] 
EXEMPLIFIED BY [TYPE FLIGHTLESS BIRDS] 
EXEMPLIFIED BY [TOKEN ROBERTS] 

While unstructured concepts like this must be permitted in concep­
tual structure, since they are the raw material out of which taxo­
nomies can be built, there must be a way to express more highly 
organized concepts. 

Toward this end, let us extend the operator EXEMPLIFIED BY to 
take more than one argument, as in (8.16). This notation will be taken 
to mean that [Yi], [Y2], ... , [Y,,] are at the same level of subordination 
to the type X. 

(8.16) [TYPE l 
~XEMPLIFIED BY ([Yi], [Y2], ... , [Y,,]) j 

In particular, [TYPES] and [TOKENS] cannot be simultaneously 
entered as arguments of a single EXEMPLIFIED BY operator. This 
distinguishes the last entry in (8.15) from the rest. 

With this formalism, we can state a preference rule (8.17) that ex­
presses Putnam's taxonomic knowledge about elms and beeches. 
(The function BE is as used in chapter 6.) 

(8.17) [TYPE 

:XEMPLIFIED BY ( [~~PE]. [ ~'YPE l) -

[ [ :: ~;h.YPE Ji] g, [ :::T:E (Z, [ ~'YPE l )] l 
According to (8.17), the fact that two [TYPES] are arranged as sister 
subordinates leads to an invited inference that the [TYPES] are dis­
joint. In the case of Putnam's judgment, this rule supplies a default 
value in the absence of other evidence: if it's an elm, then by default 
it's not a beech. 
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On the other hand, the rule can be actively used to structure 
taxonomies: it creates pressure toward modifying sister [TYPES] so 
that they are indeed disjoint. For example, the primary color names 
in a language will tend to adopt nonoverlapping ranges of applica­
tion, together exhausting the color solid (Miller and Johnson-Laird 
(1976, section 5.1)). Similarly, if [TYPE FRUIT] is expanded to in­
clude [TYPE TOMATO], then [TYPE VEGETABLE] will tend to 
contract to avoid overlap; this in turn may prompt some internal 
reorganization in other features of [TYPE VEGETABLE] so as to 
exclude [TYPE TOMA TO] on principled (that is, stable) rather than 
arbitrary grounds. 

Rule (8.17) is roughly equivalent to Sommers's (1965) M Constraint, 
utilized in Keil's ( 1979) study of conceptual development. In present 
terms, Keil finds that children's concepts, like adult concepts, tend to 
form a well-ordered taxonomy, even if the relations of concepts in 
the taxonomy differ from the adult's. The rule must be a preference. 
rule rather than an absolute condition (despite Sommers's claims), 
because there are numerous counterexamples. For instance, "book" 
has features of both a physical object and a body of information; 
"university" has features of both a physical object and a social or­
ganization. That these are not lexical ambiguities but simultaneous 
possibilities is shown by sentences such as (8.18a,b), in which the 
words are used nonanomalously in both senses at once. 

(8.18) a. The book, which weighs ten pounds, ended sadly. 
b. The university, which was built in 1896, has a left-wing 

orientation. 

(These counterexamples, among others, are pointed out by Bier­
wisch (1981).) 

While (8.17) states the consequence of two [TYPES] being sister 
subordinates to another [TYPE], it does not give reason for estab­
lishing the sister relationship. The preference rules (8. l 9a,b) address 
this issue. 
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(8.19) a. TYPE 
X 
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EXEMPLIFIED BY ( [ ~
1
YPE]) ~ 

EXEMPLIFIED BY ([~:PE])_ 

b. TYPE 
X 

TYPE 
X 

EXEMPLIFIED BY ( [
Ty

1

YPE], [Ty
2

YPE]) 

EXEMPLIFIED BY ([IYPE]) -4 

EXEMPLIFIED BY ( [~:PE])_ 

TYPE 
X 

EXEMPLIFIED BY 
( 

~~PE ) 

EXEMPLIFIED BY ([~:PE]) 

These rules say that a taxonomic arrangement of [TYPES] is more 
stable than a heterogeneous collection of subordinates: given two 
subordinates, it is preferable to organize them either as sisters (8.19a) 
or as hierarchically embedded (8 .19b). 

Notice that since (8.19a) and (8.19b) are preference rules rather than 
logical inference rules, they may have the same antecedent but logi­
cally incompatible consequents. Neither rule is necessary, but the ap­
plication of either improves stability over the heterogeneous situation. 

The preference rules in (8.19), like symmetry in musical grouping, 
are preferences over the abstract structure of concepts and may be 
overridden by empirical evidence (say, if the instances of [TYPE Y1] 

and [TYPE Y2] neither are disjoint nor satisfy an inclusion relation). 
Alternatively, such counterevidence may lead to internal restructur­
ing of [TYPE Y1] and [TYPE Y2] so that they come to satisfy proper 



Preference Rule Systems 149 

taxonomic relations. Which alternative is chosen depends on the re­
sulting stability of the system as a whole. 

From these preference rules over taxonomies emerges a pro­
grammatic view of a formal theory of conceptual development and 
change, reminiscent of remarks of Quine (1969). In response to en­
vironmental input, not only are new concepts formed, but in addition 
these new concepts create pressures on existing concepts in an effort 
to make their own niche in the taxonomy. An accumulation of in­
stabilities here and there in a conceptual system may upon occasion 
be relieved by a more global restructuring- if the organism has 
sufficient computational capacity to measure relative stability of two 
or more competing global organizations. Alternatively, one may sim­
ply learn to live with local instabilities (or deny them, as in a neurosis). 
In short, a processing model of cognition must include an active 
component that continually seeks to adjust and reorganize concep­
tual structure in an effort to maximize overall stability. This compo­
nent would play a crucial role both in the child's development and, at 
a more fully conscious level, in the conduct of science. 

8.6 Preference Rules in a Verb Meaning 

Most discussion of stereotypes, fuzziness, and family resemblances 
here and elsewhere in the literature has concerned the meanings of 
nouns and adjectives. Continuing the argument of chapter 4 for the 
structural parallelism of the major ontological categories, this section 
will show that verb meanings display similar characteristics . Thus 
they too are incapable of being described by exhaustive decomposi­
tion into necessary and sufficient conditions. 

First consider graded conditions. There are many classes of verbs 
whose members differ primarily by information about manner­
for example, the verbs of locomotion "walk," "run," "lope," ''.jog," 
"sprint," "scurry," etc. The differences among these verbs are not of 
particular grammatical import, but they do make semantic distinc­
tions that are hard to tie down more than impressionistically. In this 
respect they resemble the color words, which also are grammatically 
homogeneous and can be really distinguished only by ostension. This 
suggests that these verbs share a set of necessary conditions having to 
do with traveling in physical space (and perhaps a typicality condition 
"traveling on foot," so that talk of cars sprinting is sensed as an exten­
sion of the use of the verb). However, each will have its own centrality 



Word Meanings 150 

condition of manner, containing a central visual and/or motor pat­
tern· that specifies a characteristic gait and speed. This use of 
centrality conditions seems the correct way to Gapture these very 
common shades of difference among verb meanings. 

A rather clear example of the need for typicality conditions is pro­
vided by the verb "see."7 Consider the sentences in (8.20), which 
make roughly identical observations. 

(8.20) a. I must have looked at that a dozen times, but I never saw it. 
b . I must have seen that a dozen times, but I never noticed it. 

If we assume that "see" has a unified meaning, (8.20) raises a serious 
problem, since the sense of "see" in (8.20a) is used to deny its sense in 
(8.20b). The standard response to such a problem is to say that there 
are two distinct but homophonous verbs "seea" and "seeb" in (8.20a) 
and (8.20b), respectively. Taking this tack for the moment, let us find 
out what each of these might mean. 

"Seeb" has the sense proposed by Gruber (1967) , attacked by Van­
Develde (1977), and defended by Goldsmith ( 1979): "x seesb y" means 
something like "x's gaze goes to y." (The reader who feels queasy at 
this analysis of "see" should recall that we are not concerned with 
what seeing really is, but with what SEEING and #seeing# are, that is, 
with how one's mind encodes seeing into experience.) In this sense of 
"see," the direct object alternates with prepositional_ phrases, as in 
(8.21). 

(8.21) a. Bill saw into the room. 
b. Bill saw under the table. 

Note that the ambiguity of (8.21 b) parallels that of "Bill ran under the 
table": it may mean that his gaze terminated at a point under the table 
or that his gaze passed under the table to a point beyond (see section 
9.1). This sort of evidence, presented in more. detail by Gruber, 
motivates the analysis of "seeb" as a verb of motion. 8 Moreover, as 
Goldsmith points out, "from" fixes the origin of the gaze in (8.22a), 
just as it fixes the origin of motion in (8.22b). 

(8.22) a. Bill saw the flying saucer from his living room. 
b. Bill ran into the yard from his living room. 

Notice that this sense says nothing about whether the subject of the 
sentence has derived any information from his gaze; it is rather like 



Preference Rule Systems 151 

"x's glance fell upon y," which indeed can be substituted for "x saw y" 
in (8.20b) but not in (8.20a). 

Now consider "seea." In (8.20a), the assertion is that I never be­
came aware of the object. Roughly, then, we might suggest·an analysis 
of "x seesa y" as "y comes to x's visual awareness." ("Notice" would 
omit the marker "visual," since it can be used for input through any 
sensory channel.) It is precisely this awareness that is not necessary 
for the assertion of "seeb." Thus, both sentences in (8.20) say that I 
made visual contact, but the contents of my visual field did not enter 
my awareness. 

Now examine the premise that "seea" and "seeb" are separate lexi­
cal items. If they are distinct, which one is intended in (8.23)? Or is 
(8.23) ambiguous? 

(8.23) I saw Bill. 

In typical ambiguous sentences such as "Flying planes can be danger­
ous" or "We went to the bank," the speaker has one reading or the 
other in mind. If he has both in mind, a pun is usually intended. But 
(8.23), like most ordinary descriptions of seeing, appears to intend 
both that my gaze went to Bill and that Bill entered my awareness. 
Thus, there is something wrong with claiming that "seea" and "seeb" 
are distinct lexical items. 

However, suppose we claim that the senses of "seea" and "seeb" are 
typicality conditions in the reading of a single verb "see." Either alone 
suffices for calling an act "seeing." (8.20b) asserts "seeb" alone. When 
one speaks of seeing mental images or hallucinations, "seea" alone is 
asserted; in (8.20a), "seea'' is denied. In normal, stereotypical, verid­
ical seeing, though, both conditions are satisfied. With this analysis it 
is possible to say that (8.23) is unambiguous: it conveys information 
about an act of #seeing# that includes both "seeinga" and "seeingb" 
by default, unless there is further information to the contrary. 

In short, we have recapitulated the discussion of "game" in section 
7.4. We have found that "see" has a family resemblance character, 
and we have tried and rejected the ambiguity gambit. Again the solu­
tion lies in a preference rule system, showing that verb meanings as 
well as noun meanings must permit such analyses. 
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8. 7 The Ubiquity of Preference Rule Systems 

Let us review the symptoms of preference rule systems: (1) judg­
ments of graded acceptability and of family resemblance; (2) two or 
more rules, neither of which is necessary, but each of which is under 
certain conditions sufficient for a judgment; (3) balancing effects 
among rules that apply in conflict; ( 4) a measure of stability based on 
rule applications; (5) rules that are not logically necessary used as 
default values in the face of inadequate information. These charac­
teristics crop up time after time in the psychological literature, but it 
is my impression that their ubiquity has never been recognized. Here 
are a few examples, presented only very sketchily. The details should 
be obvious to anyone familiar with the phenomena in question. 

Regan, Beverley, and Cynader (1979) investigate the visual cues for 
motion of an object toward and away from the observer. Two promi­
nent candidates are change in size on the retina and oppositely­
directed motion on the two retinas (if moving directly toward the 
observer, an object moves rightward in the left retina and leftward in 
the right retina). Manipulating these cues independently by means of 
computer-generated stereoscopic displays, they find that either alone 
is sufficient to produce a judgment of motion. Thus neither is the 
necessary cue. They then place the cues in conflict, offsetting in­
creasing size with outwardly-directed motion. They find that the two 
can balance one another; with the right proportion of magnitudes for 
the cues, the observer perceives no motion, just as a preference rule 
theory would predict. 

It is interesting that the subjects in these experiments differed 
drastically in the proportions of the two conflicting cues necessary to 
achieve experienced stasis. And this is in a low-level system where one 
might expect a relatively high degree of "hard-wiring." If such inter­
personal differences are characteristic of preference rule systems in 
general, the prospects for a fully quantified theory of preference 
rules are discouraging. 

At a higher level in the visual system, we used the Gestalt laws of 
"good form" to motivate preference rule systems in the first place. 
We need only add to the discussion in section 8.1 that these rules are 
clearly used as default values in the absence of specific information. 
For instance, in (3.1) we see the occluded portion of the #shaded 
thing# most naturally in the way indicated by the dotted lines (8.24a), 
following the laws of good form applied as default values. We would 
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be surprised if removal of the occlusion revealed its shape and pat­
tern to be (8.24b). 

(8.24) 

• . 

. 

b. 

a. 

Similarly, in (3 .2), the #dot passing behind the rectangle#, we use the 
laws of good form as default values to generate the hypothesis that 
there is a #dot# behind the #rectangle# and to generate expecta­
tions about when #it# will appear. 

Turn next to language. Liberman and Studdert-Kennedy (1977) 
speak of a "trading relation" among the phonetic cues that distin­
guish the phrases "gray ship," "gray chip," and "great ship." Arguing 
against a simple feature detector model (in present terms, a necessary 
and sufficient condition), they show that the perceived features­
continuant "sh" vs. affricated stop "ch" vs. stop plus continuant 
"t-sh" -depend in a complex way on the duration of the silence after 
the vowel of the first word (0-100 milliseconds) and the duration of 
the fricative "sh" noise (60-180 milliseconds) . In particular, the du­
ration of silence necessary to turn "gray ship" into "gray chip" is 
greater if the duration of the fricative is greater, a typical balancing 
effect. A similar and better-known case is the perception of the 
voiced-unvoiced distinction in stop consonants, which is affected by 
the interaction of aspiration, prevoicing, duration of silence, and 
length of the formant transitions in the following vowel. 

Among the correspondence rules relating syntax and semantics, 
there is a subsystem dealing with the interpretation of quantifier 
scope. Ioup (1975) shows that this subsystem involves what in the 
present context appear to be preference rules. She takes seriously the 
observation, made occasionally in the literature, that multiple quanti­
fiers in a single clause often create scope ambiguities, of which one 
reading is preferred. Her preference rules can be stated as follows: 
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(8 .25) a. Given two quantifiers in the same surface ·clause, 
preferably assign larger scope to that quantifier which is 
higher on the following scale: 

e(1£h > every > all > most > many > several > some 
> afew 

b. Given two quantifiers in the same surface clause, 
preferably assign larger scope to the one in most salient 
surface position, defined by the scale: 

topic > deep and surf ace subject > deep or surf ace subject but 
not both > indirect object > object of preposition > direct 
object 

Ioup shows these preferences to hold over a wide range of lan­
guages (where the scale in rule (8.25a) is defined over the closest 
translation of the quantifiers) and thus feels confident in claiming 
that they are universal. Though Ioup does not work out the full in­
teraction of the two rules, the overall pattern is that of a preference 
rule system: rule application of variable strength, which yields 
strongly preferred interpretations when rule applications reinforce, 
ambiguity when rule applications of commensurate strength conflict, 
and exceptions to a rule when its weak application is overridden by 
strong application of another rule. 

An aspect of linguistic theory that has largely resisted successful 
formalization is the notion of markedness conventions: conditions 
that establish preferred forms for rules of grammar, but may be vio­
lated by particular grammars. Principles of markedness have been 
appealed to especially in phonology (e.g., Trubetzkoy (1939), Chom­
sky and Halle (1968)), but syntactic theory has also made frequent use 
of the "marked" vs. "unmarked" distinction, especially in recent 
work. Markedness conventions are seen not only as establishing a 
measure of relative stability over competing grammars, but also as 
supplying the language learner with default values for principles of 
grammar that are underdetermined by the primary linguistic evi­
dence. Thus, some of the symptoms of preference rules appear in 
Chomsky's (1965) notion of evaluation metric, a fundamental compo­
nent of contemporary linguistic theory. (I know of no evidence for 
reinforcement and conflict among markedness conventions; this 
may, however, be due to the fact that no one has thought to look for 
them.) 
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In the study of linguistic performance, the theory of syntactic 
parsing strategies (e.g., Kimball (1973), Wanner and Maratsos (1978), 
Janet D. Fodor (1978), Marcus (1980)) has frequently made use of 
heuristic principles that make a "best guess" @bout the structure of a 
sentence being processed. In present terms, these heuristics are pref­
erence rules that supply a default structure for incoming input. The 
interaction of syntactic and semantic cues to determine which of 
many potential structures is to be selected is typical of a preference 
rule system. For example, we find in the notorious "garden path" 
sentences such as (8.26) the characteristic conflict between local pref­
erences and global requirements. 

(8.26) The horse raced past the barn fell. 

The difficulty of this sentence lies in the preference to read "raced" 
as the main verb, strongly reinforced by other local cues, but in 
conflict with the global need to integrate "fell" into the interpretation 
of the sentence. This global requirement can be sustained only by 
choosing the much less stable participial interpretation of "raced." 

In pragmatics, the conversational maxims of Grice (1975) can be 
recast as preference rules. Although Grice states his principles as in­
structions to the speaker, Bach and Harnish (1979, chapter 8) point 
out that they apply equally to the process of interpretation by the 
hearer, where they appear as preferences in how to construe the 
speaker's intended meaning. In this form, five of Grice's maxims can 
be stated as (8.27a - e). 

(8.27) a. Prefer to assume that the speaker is telling you all he 
knows. (Maxim of quantity) 

b. Prefer to assume that the speaker believes what he intends 
to convey. (Maxim of quality) 

c. Prefer to assume that the speaker has only one meaning in 
mind. 

d. Prefer to assume that the speaker is conveying something 
relevant. (Maxim of relevance) 

e. Prefer to assume that the speaker is speaking literally. 
(Presumption of literalness) 

Grice works through a number of cases where the speaker violates 
maxims for special effects of various sorts (politeness, sarcasm, and 
puns, for example). The problem for the hearer is to decide what the 
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speaker intends. In particular, if the speaker's literal meaning is ir­
relevant or supplies less information than the hearer believes he is 
entitled to, the hearer must construct a plausible intended message 
that is in some way related to what is uttered. This construction is 
what Grice calls a conversational implicature. For example, the question 
"May I ask you to pass the salt?" is usually taken as a request to pass 
the salt, because an answer to the literal interpretation of the sen­
tence would infringe on the maxim of relevance. 

In order to keep possible violations under control, Bach and Har­
nish propose the Principle of Charity: "Other things being equal, 
construe the speaker's remark so as to violate as few maxims as possi­
ble." As a refinement, they suggest that maxims may carry different 
weights in the Principle of Charity, so that the most stable analysis is 
determined by cumulative weight rather than merely by counting 
maxims. Thus the rules of conversational implicature not only display 
the reinforcement and conflict patterns of preference rules; they also 
require a characteristic weighted measure of stability. 

Finally, consider three examples from real life: Shall I buy the one 
I like, or the one that's cheapest? Shall I answer the telephone, or 
finish what I'm doing? Should I make more profit, or better preserve 
natural resources? In each case, two incommensurate preferences 
are in conflict, and one must determine a course of action that bal­
ances them. Of course, if the two preferences reinforce each other­
the one I like best happens to be cheapest, answering the telephone 
helps me finish what I'm doing, or the most profit can be made by 
maximally preserving natural resources, there is no difficulty in 
making a judgment. Thus these conscious preferences have the re­
inforcement-conflict patterns of preference rules . I need not com­
ment on the insanity of attempting to devise an "objective" measure 
of stability for such cases (even if, as in the third case, social necessity 
forces us to try). Nonetheless, we can and do make such decisions all 
the time, intuitively. 

We have seen, then, that the characteristics of preference rule sys­
tems are found everywhere in psychological processes, all the way 
from low-level perceptual mechanisms to problems so prominent in 
our conscious life as to be of social and political concern. Thus there 
is no obstacle in principle to adopting them as part of a theory of 
word meanings. Yet the notion of a preference rule system has not 
been recognized as a unified phenomenon, except perhaps by the 
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Gestalt psychologists. The reason for this, I think, is that the kind of 
computation a preference rule system performs is quite alien to 
prevalent ideas of what a formal theory should be like. Formal logic, 
generative grammar, and computer science all have their roots in the 
theory of mathematical proof, in which there is no room for graded 
judgments, and in which conflict between inferences can be resolved 
only by throwing the derivation out. Although graded judgments and 
amicable resolution of conflicting inferences are endemic in psycho­
logical computation, statistical adaptations of traditional computa­
tional techniques to simulate these characteristics always have an air 
of artificiality about them. Thus, when preference rule phenomena 
emerge within a theory, there is a strong tendency to downplay them, 
to minimize their significance. I hope the present chapter can begin 
to alter the perspective of the field. 

I see a preference rule system as a way to accomplish what psycho­
logical systems do well but computers do very badly: deriving a 
quasi-determinate result from unreliable data. In a preference rule 
system there are multiple converging sources of evidence for a 
judgment. In the ideal (stereotypical) case these sources are redun­
dant; but no single one of the sources is essential, and in the worst 
case the system can make do with any one alone. Used as default 
values, the rules are invaluable in setting a course of action in the face 
of insufficient evidence. At higher levels of organization, they are a 
source of great flexibility and adaptivity in the overall conceptual 
system. 

It is also not hard to imagine neurons as performing preference­
rule-like computations. The McCulloch-Pitts (1943) idealization of a 
binary neuron leads to neural nets with the computational power of a 
Turing machine. Suppose that instead of neural inputs and outputs 
having only the values O and 1, we were to allow them continuously 
graded values based on rate or pattern of firing. Then a neuron's rate 
of firing (that is, strength of judgment) would be based on some 
weighted function of the excitatory and inhibitory inputs (relative 
strength of application of preference rules). Thus, on both formal 
and physiological grounds, preference rule systems would appear to 
be a pervasive hallmark of natural intelligence, something whose 
computational properties deserve exploration. 
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8.8 Goals Revisited 

We have found in preference rule systems a solution for two of the 
serious problems facing necessary and sufficient conditions as a the­
ory of word meaning: fuzziness and family resemblances. It remains 
to be seen whether with preference rule systems it is possible to 
exhaustively decompose word meanings into primitives. 

However, we have made some progress. The enlargement of the 
ontology argued for in chapter 3 provides a much richer range of 
dimensions in which concepts can be situated. In the next three 
chapters, moreover, we will break out of [PHYSICAL SPACE] into an 
even richer ontology of what still can be regarded as primitive con­
ceptual features. 

A different sort of expansion of possibilities comes from centrality 
conditions. Within a semantic field that includes continuous variation 
in one or more dimensions-for instance, color, shape, or gait-any 
value can be chosen as focal value for a new concept, subject only to 
one's ability to discriminate one focal value from the next. Moreover, 
one can add typicality conditions of various weights, the choice of 
weighting affecting shades of meaning as well. Thus a preference 
rule system provides a whole panoply of combinatorial possibilities 
that give any fixed set of primitives a far greater expressive power 
than they would have in a simple feature system. 

Finally, it should be pointed out that a theory of primitives does not 
require that each primitive be individually capable of lexical realiza­
tion. It might be that some primitives fall into feature systems like 
that in phonology. Then, just as [ +voiced], for example, cannot be 
realized except as part of a fully specified phonological matrix, a 
semantic primitive within such a feature system could not appear 
alone as the meaning of a w_ord. This again opens up the range of 
possibilities. 

But to determine whether these enrichments are enough to 
achieve exhaustive decomposition into primitives, or whether still 
more formal power is needed- or whether there is some entirely 
different way to think about the problem of word meanings- re­
quires a concerted attack on the lexicon. We now turn to some rep­
resentative problems of lexical analysis, showing how they reflect on 
the theory of cognition. 
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Chapter 9 
Semantics of 
Spatial Expressions 

These last three chapters move away from fundamental theoretical 
issues toward more detailed linguistic description. They are intended 
as illustration of the benefits to be gained from adopting the theoret­
ical stance developed in the preceding chapters. 1 

9.1 The Semantics of Spatial Prepositional Phrases 

Chapter 3 argued that prepositional phrases such as "here," "that­
away," "on the table," and "in the park" can function referentially, 
being used to pick out #places# and #paths# in the projected world. 
This section will develop these notions at somewhat greater length, in 
order to arrive at a rough taxonomy of #places# and #paths# and 
their relationship to the prepositional phrases (PPs) of English. (For 
the rest of this and the next chapter, I will drop## when speaking of 
reference, for the sake of typographical sightliness.) 

First consider the internal structure of simple PLACE concepts. As 
observed in chapter 4, a PP in English may consist of an intransitive 
preposition alone, such as "here," "thataway," "forward," or "down­
stairs." Alternatively, it may explicitly mention a reference object as the 
object of the preposition, as in "on the table," "under the counter," or 
"in the can." It may even mention two reference objects, as in "be­
tween the square and the circle" and "across the road from the 
firehouse." (Both of these examples function as unitary PPs-see 
Jackendoff (l 977a).) The place referred to is distinct from the refer­
ence object, since one can refer to a variety of places, such as "under 
the table," "near the table," "on the table," and "inside the table," 
holding the reference object constant. 
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We can express this conceptual possibility formally in terms of a 
phrase-structure-like rule for the functional cor.1position of a con­
ceptual structure. (We ignore multiple reference objects for the 
moment.) 

(9.1) [PLACE ] 
[PLACE] - PLACE-FUNCTION ([THING]) 

For convenience, we will introduce an alternative notation, which 
treats the ontological category feature as a subscript on the bracket­
ing, or omits it when clear from context. Thus we use (9.2) inter­
changeably with (9.1). 

(9.2) [Place x] - [Place PLACE-FUNCTION ([Thing)]) 

Different PPs correspond to place-concepts in different ways. The 
intransitive preposition "here" expresses a [PLACE] all by itself, so 
the expansion (9.2) does not apply. The transitive preposition "on," 
by contrast, expresses a place-function, and its strictly subcategorized 
object NP has the role of expressing the reference object, the argu­
ment y of the place-function. 

Each place-function imposes conceptual constraints on the nature 
of the reference object. These appear in the language as selec­
tional restrictions on the corresponding preposition. For instance, 
the place-function IN requires its reference object to be regarded as a 
bounded area or volume; this is why "The dog is in the dot" is odd. 
The most salient place-function expressed by "on" requires its refer­
ence object to have an upper surface. Another sense of"on" occurs in 
"the fly on the ceiling," in which the place-function involves the outer 

(i.e., visible) surface of the reference object. These two senses seem to 
be typicality conditions in a preference rule system in the lexical entry 
for "on." (See Miller and Johnson-Laird (1976, section 6.1) for in­
teresting discussion of various spatial prepositions.) 

The most important distinction within the class of senses of spatial 
PPs is the distinction between [PLACES] and [PATHS]. [PLACES] 
are the simpler of the two: a [PLACE] projects into a point or region, 
as illustrated in the examples above . Within the structure of an event 
or state, a [PLACE] is normally occupied by a [THING], as seen in 
sentences like those in (9.3). 
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(9.3) ([THING] occupies [PLACE]) 
a. John is in the room. 
b . The lamp is standing on the floor. 
c. The mouse stayed under the table . 

Alternatively, a PP of location can express the location of the event or 
state described by the sentence. This PP may come at either the be­
ginning or the end of the sentence, and is attached higher on the tree 
than strictly subcategorized arguments (see the trees in section 4.2). 

(9.4) a. In Cincinnati, Max met a cockroach. 
b. Jean ate breakfast in her bedroom. 

[PATHS] have more varied structure than [PLACES] and play a 
wider variety of roles in [EVENTS] and [STATES]. The internal 
structure of a [PA TH] often consists of a path-function and a refer­
ence object, as expressed by phrases like "toward the mountain," 
"around the tree," and "to the floor." Alternatively, the argument of a 
path-function may be a reference place. This possibility is most trans­
parent in a phrase like "from under the table," where "from" 
expresses the path-function and "under the table" expresses the ref­
erence place. Prepositions such as "into" and "onto" express both a 
path-function and the place-function of the reference place, meaning 
roughly "to in" and "to on," respectively. Thus we have such con­
ceptual structures as these: 

(9.5) a. The mouse ran from under the table. 
[Path FROM ([Place UNDER ([Thing TABLE])])] 

b. The mouse ran into the room. 
[Path TO ([Place IN ([Thing ROOM])])] 

Many prepositions in English- for example, "over," "under," 
"on," "in," "above," and "between" - are ambiguous between a pure 
place-function and TO + place-function, as illustrated in (9.6). 

(9.6) a. The mouse is under the table. 
[Place UNDER ([Thing TABLE])] 

b. The mouse ran under the table. 
[Path TO ([Place UNDER ([Thing TABLE])])] 

To avoid ambiguity in the notation for conceptual structure, we will 
henceforth use such prepositions in capitals exclusively to denote the 
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place-function reading; the path-function reading will be notated as 
in (9.6b). 

One might consider claiming that there is no ambiguity in these 
prepositions and that it is a mistake to distinguish [PATHS] from 
[PLACES]. As this section continues, we will provide further evi­
dence for the distinction. As a preliminary bit of evidence, though, 
we observe that there are other languages in which the distinction 
between the path and place readings receives systematic grammatical 
treatment. For example, certain German prepositions take dative 
case when used as place-functions and accusative when used as 
path-functions. In Hungarian, postpositions (prepositions that occur 
after their object) take an extra suffix -n when used as place-functions 
that is not present when they express path-functions. For these 
grammatical distinctions to be properly based in semantic distinc­
tions, both conceptual structures in (9.6) are essential, and we must 
treat prepositions like "under" as ambiguous. Thus we find three-way 
patterns in English like (9.7). 

(9.7) a. [Place PLACE-FUNCTION ([THING])] 

in the room, on the table, between the trees, under the 
house 

b. [Path PATH-FUNCTION ([Place PLACE-FUNCTION 
([THING])])] 

(functions lexicalized separately) 

from in the room, from on the table, from between the 
trees, from under the house 

C. [Path PATH-FUNCTION ([Place PLACE-FUNCTION 
([THING])])] 

(functions lexicalized together) 

in(to) the room, on(to) the table, between the trees, under 
the house 

In addition, a number of intransitive place-prepositions fall into a 
similar (though slightly less regular) pattern, except that the refer­
ence object is not expressed separately as an NP. (9.8a,b,c) corre­
spond to (9.7a,b,c), respectively. 

(9.8) a. here, there, (at) home 
b. from here, from there, from home 
c. here, (to) there, home 
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Paths can be divided into three broad types, according to the path's 
relationship to the reference object or place. The first class, bounded 

paths, includes source-paths, for which the usual preposition is 
"from," and goal-paths, for which the preposition is "to." In bounded 
paths, the reference object or place is an endpoint of the path - the 
beginning in a source-path and the end in a goal-path. As already 
observed, "from" can be followed by many place-prepositions to ex­
press conceptually complex sources, whereas the path-function TO 
tends to combine with place-functions into a single lexical item. 

In the second class of paths, directions, the reference object or place 
does not fall on the path, but would if the path were extended some 
unspecified distance. "Away from" and "toward" are the most com­
mon transitive prepositions expressing directions . To see the distinc­
tion between bounded paths and directions, notice that in (9.9a) John 
is claimed to have reached the house, while in (9.9b) he quite possibly 
has not. Similarly, in (9.9c) he began running at a point adjacent to or 
inside the house, while in (9.9d) his initial distance from the house is 
inexplicit. 

(9.9) a. John ran to the house. (bounded path) 
b. John ran toward the house. (direction) 
c. John ran from the house. (bounded path) 
d. John ran away from the house. (direction) 

In addition to the transitive prepositions "toward" and "away from," 
there are several intransitive prepositions of direction, such as 
"up(ward)," "down(ward)," "forward," "backward," "homeward," and 
"north(ward)." We will use the expressions TOWARD and AWAY­
FROM for the basic path-functions of direction. Like TO and FROM, 
these differ in polarity. 

In the third class of paths, routes, the reference object or place is 
related to some point in the interior of the path. (9 .10) gives some 
examples; the verb used there, "pass," occurs only with a PP that ex­
presses a route. 

(9.10) 

! 
by the house. l 
along the river. 

The car passed through the tunnel. 
*to the garage. (PP is goal) 
*toward the truck . (PP is direction) 
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In the traversal of a route, nothing is specified about the endpoints of 
the motion. All that we know is that at some point in time along the 
trip, the car in (9.10) was located by the house, along the river, or 
inside the tunnel. 

We will use VIA as the basic path-function for routes, to be further 
differentiated by features that we will not explore here. Many route 
expressions of English use place-prepositions such as "by," "along," 
and "over" to express VIA + place-function. "Through" expresses 
roughly VIA INSIDE. "Under" has, in addition to the place and goal 
readings illustrated in (9.6), a route reading that appears in "The 
mouse passed under the table." Thus "The mouse went under the 
table" is actually ambiguous between the goal and route readings. 

(9.11) a. The mouse went under the table. 
[Path TO ([Place UNDER ([Thing TABLE])])] 

b. The mouse went under the table. 
[Path VIA ([Place UNDER ([Thing TABLE])])] 

The need for this distinction provides further evidence for the am­
biguity in (9.6), between "under" of place and of path. 

A wide range of paths, then, can be expressed by the well-formed­
ness rule (9.12), which is analogous to rule (9.2) for places. 

(9.12) 

[PATH] -[ i~~~~RD l ({[ThingJ]})l 
AWAY-FROM [Place y] 

Path VIA 

To complete this rough taxonomy of place- and path-concepts, we 
must introduce a class of place-concepts that appear to be based on 
reference paths. For example, "The house is up the hill" seems to 
imply "on a (distal) point of a path up the hill." "Ahead" and 
"through" used as place-expressions have a similar effect, as in 
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"There's a train ahead" and "The train is through the tunnel." This 
suggests an additional well-formedness rule (9.13a) for [PLACE], 
giving the place-expression "up the hill" the conceptual structure 
(9.13b), in which UP is a variety of direction-function ("toward the 
top of" or the like). 2 

(9.13) a. [PLACE]---'.> [Place ON ([Path x])] 

b. [Place ON ([Path UP ([Thing HILL])])] 

The construction of a place-concept from a reference path permits 
two more options, which can be added to (9.13a). Consider the ex­
amples in (9.14). 

(9 .14) {a. across the street from the library. } 

Th fi h 
. b. two miles down the road (from here). 

e re ouse 1s 
c. far/way north of/from here. . 
d. two miles from my house. 

In (9. l 4a) the location of the firehouse is given in terms of a refer­
ence path, "across the street," whose origin is specified in the "from"­
phrase. If the reference path is unbounded (for instance, "down the 
road" or "north"), then a distance along the reference path can be 
added, as in (9.14b,c). Finally, one can specify just the origin and the 
distance, leaving direction inexplicit, as in (9.14d). (9.15) makes this 
construction more graphic. 

(9.15) 

distance~ 
("two miles") 

y_/\_--_-~ lo~tion of object 

r-- ("two miles down the 
road from here") 

ref ere nee pa th 
origin ("down the road") 
("from here") 

An amplification of (9.13a) that permits these possibilities is (9.16a). 
(9.16b) and (9.16c) are then approximate representations of the 
[PLACES] in (9.14a) and (9.14b), respectively. (The connection of the 
components in (9.16a) is looser than it should be, but it will suffice for 
present purposes.) 
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(9.16) 
FROM ([{THING}]) 

PLACE 

a. [PLACE] - ON 
{

TO ([{!~1~i?}n} 
Place 

DIRECTION 
Path [DISTANCE] 

b. [ oN(' FROM ([Thing LIBRARY]) ])] 
Place li,ath TO ([Place OTHER SIDE OF ([Thing ROAD])]) 

c. [ ON([ ~~~~ (~r:::g~~R:Jn])] 
Place Path [Distance TWO MILES] 

Now let us turn to the roles that paths may play in an event or state. 
First, a.[PATH] maybe traversed by a [THING], as in (9.17a). Second, 
a [THING] may extend over a [PATH], as in (9.17b); here the subject 
of the sentence is not understood as being in motion. Third, a 
[THING] may be oriented along a [PATH], as in (9.17c); here the 
subject, if in motion, is understood to be adopting an orientation, not 
traversing the path. 

(9.17) a. ([THING] traverses [PATH]) 
John ran into the house . 
The mouse skittered toward the clock. 
The train rambled along the river. 

b. ([THING] extends over [PA TH]) 
The highway extends from Denver to Indianapolis . 
The flagpole reaches (up) toward the sky. 
The sidewalk goes around the tree. 

c. ([THING] is oriented along [PATH]) 
The sign points to Philadelphia. 
The house faces away from the mountains. 
The cannons aim through the tunnel. 

The next section will discuss how [PATHS] come to play these roles 
as a consequence of the choice of other elements in the sentence. 

To sum up the taxonomy of [PATHS], there are nine possible 
combinations of path type with path role. (9.17) illustrates each path 
role with one example of each path type (bounded paths, directions, 
routes), thus exhibiting the full range of paths. 
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Many accounts of the structure of spatial concepts have not recog­
nized the generality of path-concepts. Schank (1973), for example, 
encodes the source and the goal of a physical motion as two argu­
ments of the "primitive act" PTRANS, which means roughly "object is 
in one place (source) at the beginning of the event and in another 
(goal) at the end." Such an account allows for only one of the nine 
possible combinations of path type with path role, the one in the first 
sentence of (9.17a). 3 Similarly, Jackendoff (1976) treats source and 
goal as the second and third arguments of the function GO(x,y,z); 
there is no way to represent directions, routes, or even complex goals 
like those in (9.6b). The formulation is a slight improvement on 
Schank's, in that the function GO can express extension as well as 
transition , but the orientation role of paths still cannot be repre­
sented. Miller and Johnson-Laird (1976) have a notion of path as a 
distinct conceptual category and are thus able to treat the three path 
types uniformly. However, they describe paths in terms of a temporal 
succession of points, for example (p. 406): 

TO(x,y): A referent x is "to" a relatum y if, for an interval ending 
at time t - 1, notAT(x,y) and: (i) AT(x,y) at time t. 

Though such a definition suffices for the traversal role of paths, it 
cannot be adapted to the extensional role (9.17b) or the orientation 
role (9.17c). 

By contrast, the present account provides a uniform set of con­
ceptual structures for PPs that express paths. These conceptual 
structures are organized spatially and nontemporally. They are there­
fore equally available for any of the three roles that paths may play in 
larger conceptual structures. 

An interesting bit of nonverbal evidence for the psychological re­
ality of paths comes from the observations of Kohler ( 1927, chapter 
1) . He points out that a sufficiently intelligent animal (e.g., a dog but 
not a chicken), confronted with food behind a transparent barrier, 
will "run in a smooth curve, without any interruption, out of the blind 
alley, round the fence to the new food," as in (9.18). 

(9 .18) food 

animal 
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The execution of such a smooth curve requires its being planned in 
advance- not as a finite sequence of points joined by straight lines, 
but as an entire path. For this plan to be present all at once, it must be 
stored nontemporally; the animal then plays out the plan over time. 
Thus, if an animal can perform such an action as Kohler describes, it 
must be able to formulate concepts of spatial organization that fall 
under what we have called here the major ontological category of 
paths. In other words, not only language but the theory of action as 
well requires a notion of path, and it is pointless to try to eliminate it 
from language on grounds of parsimony. 

9.2 Verbs of Spatial Location and Motion 

We next turn to sentences that describe spatial location and motion. 
For the moment let us restrict ourselves to sentences of the form 
NP V PP; we will extend the analysis to the more general case shortly. 
Within this restricted class, the correspondence of syntax and se­
mantics is transparent: the PP refers to a place or path, the subject NP 
refers to a thing, and the sentence as a whole refers to a situation or 
event in which the thing is located or moving in some way with re­
spect to the place or path. The verb specifies exactly what the thing is 
doing with respect to the place or path. For example, in "Bill flew 
around the pole," the sentence refers to an event in which Bill 
traverses a path specified as being around the pole. The verb "fly" 
specifies both that Bill traverses the path (rather than occupying it, 
for instance) and that Bill traverses it in a particular manner. 

In general, the thing whose motion or location is asserted is not 
always in subject position; hence we need a technical term for the NP 
that fulfills this semantic function. Following Gruber's ( 1965) analysis, 
we will call the NP whose motion or location is asserted the theme. 
Thus "Bill" is the theme of the example above.4 

A major division in the class of spatial sentences, already alluded to 
in chapter 4, is between those that express [EVENTS] and those that 
express [ST A TES]. A clear linguistic test for the distinction is the 
possibility of occurring after "What happened/occurred/took place 
was (that) ... "; events happen, while states do not. Thus we find 
contrasts like these: 
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(9.19) a. (Events) 

{

Bill flew around the pole. } 

Wh h d h 
the rock fell off the table. 

at appene was t at 
the mouse ran up the clock. 
a bee buzzed in the window. 

b. (States) 

~ the rug lay on the floor. 

{ 

Max was in Africa. } 

. What happened was that h d • h k t e statue stoo m t e par . 
a vine clung to the wall. 

Another relevant grammatical distinction, idiosyncratic to English, 
concerns the use of the simple present tense. With states, simple 
present can be used to express present time (9.20a). With events, 
however, present time must be expressed by present progressive as­
pect (9.206); simple present may only be used to express generic 
events, future time, and various less common sorts of speech acts 
such as stage directions and newspaper headlines. 

(9.20) a. (States) 
Max is in Africa. 
The rug lies/is lying on the floor. 
The statue stands/is standing in the park. 
The picture hangs/is hanging on the wall. 

b. (Events) 
Bill is flying/*flies around the pole. 
The rock is falling/*falls off the table. 
The mouse is running/*runs up the clock. 
A bee is buzzing/*buzzes in the window. 

· c. Bill flies around the pole tomorrow. (future) 
Bill flies around the pole every day. (generic) 
Bill flies around the pole, and then says," ... " (stage direc­
tion) 
BILL FLIES AROUND THE POLE! (headline) 

All the sentences in (9.19a) describe motion of the theme along a 
path. We will express this commonality with conceptual structure 
(9.21a), a necessary condition for the verbs of motion in (9.19a) as 
well as for several hundred others of the same character (see Miller 
and Johnson-Laird (1976) for a larger sample). The sentences in 
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(9.19b), by contrast, express the location of the theme in a place; we 
will express this with conceptual structure (9.21 b). (The relation of 
this BE to the BE of chapters 5 and 6 will be discussed in section 
10.2.) 

(9.21) a. [Event GO ([Thing x], [Path y])] 

b. [state BE ([Thing x], [Place y])] 

The variables x and y in (9.21) represent the information to be filled 
in from the subject and PP of the sentence, respectively. 

GO is not the only event-function. A much smaller class of verbs 
such as "stay" and "remain" express the maintenance of position over 
time. The tests of (9.19) and (9.20) reveal these as expressions of 
events. 

(9.22) Wh h d h {the bird stayed in its nest. } 
a. at appene was t at Bill remained on the floor. 

b. The bird is staying/*stays in its nest. 
c. Bill is remaining/*remains on the floor. 

We will assign these verbs the partial conceptual structure (9.23). 5 

(9.23) [Event STAY ([ThingX], [PlaceY])] 

Nor is BE the only state-function. In the previous section we dis­
cussed the use of paths as arguments of functions of extent (9.17b) 
and orientation (9.17c), repeated here. 

(9.17) b. The highway extends from Denver to Indianapolis. 
The flagpole reaches (up) toward the sky. 
The sidewalk goes around the tree. 

c. The sign points to Philadelphia. 
The house faces away from the mountains. 
The cannons aim through the tunnel. 

These sentences pass the tests for state rather than event expressions: 
they are in the simple present tense, and in past tense they cannot be 
preceded by "What happened was" (as in *"What happened was that 
the highway extended from Denver to Indianapolis") . 

Let us examine the orientation sentences first. These describe not 
the location of the subject but the direction it is pointing (as a result, 
the subject is restricted to orientable things - featureless spheres 
cannot point) . The prepositional phrase is a path-function, usually a 
direction or route, that specifies the orientation of the subject. Thus 
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we need a new function ORIENT, with the functional structure 
(9.24). 

(9.24) [state ORIENT ([Thing x], [Path y])] 

There are also orientation events, such as that described in "John 
spun around," but we will not go into further details here. 

Now turn to the extent sentences (9.17b). Notice how they differ 
from motion sentences such as "Amy went from Denver to Indi­
anapolis." In a motion sentence, the subject is asserted to have tra­
versed the path, covering each point of the path in order over time. 
By contrast, in "Highway 36 goes from Denver to Indianapolis," the 
subject is asserted to occupy the entire path at a single point in time. I 
will call the function expressed by extent sentences GO Ext, as in 
(9.25). 

(9.25) [state GOExt ([Thing X ], [Path Y])] 

It is significant that most verbs of extent, like those in (9.17b), can 
also be used as verbs of motion. With such verbs, the possibility of a 
motion or extent interpretation is determined by the motility of the 
subject (people travel, roads don't) and sometimes by the tense (sim­
ple present for extent, a state, and progressive for traversal, an 
event). With the proper choice of subject and tense, one can produce 
an ambiguous sentence such as "The giant reached to the ceiling," 
which may describe either a movement by the giant or the giant's 
extreme height. 

This lexical generalization between verbs of motion and verbs of 
extent is of the sort that the Grammatical Constraint encourages us to 
incorporate into semantic theory. One plausible way is to claim that 
GO and GOExt are not distinct functions, but that the difference be­
tween a traversal and an extent interpretation depends only on 
whether the GO function is a feature of an [EVENT] or a [ST A TE]. 
Alternatively, one could claim that the functions are distinct but share 
a great deal of internal structure. At the moment I do not know how 
to distinguish these two positions; for clarity I will retain the term 
GOExt, using GO for traversal only. 

Stepping back from the formal issues, we see from this lexical 
generalization that there is a close relation between the means for 
mentally representing temporal sequence (motion along a path) and 
spatial sequence (objects extending along a path). Thus semantic the­
ory provides a surprisingly direct corroboration of Lashley's (1951) 
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argument that temporal ordering must be mentally represented in 
spatial terms. 

As mentioned in the previous section, the function GO has often 
been treated as expressing a change of state from one position to 
another, in effect reducing the event GO to a succession of two states 
and apparently eliminating one primitive spatial function. Here are 
three arguments against such a treatment. First, GO can occur not 
only with bounded paths (sources and goals) but also with directions 
and routes, where the endpoints are left inexplicit. This shows that 
the stipulation of beginning- and end-states is not essential to the use 
of a GO function. Rather, whatever the particulars of the path, GO 
expresses the traversal of every point of it. Second, the reduction of 
GO to a change of state is incompatible with the generalization of GO 
to expressions of extent. "The road goes from A to B" does not 
merely inform us about the endpoints; it tells us about the continuity 
of the road between A and B. For GOExt to be related in any sensible 
way to motional GO, the latter must encode continuous transition. 
Third, it is clear that perception must include representations of mo­
tion: we are aware not just of things being in one place and then 
being somewhere else-they might as well be jumping discontinu­
ously-but also of their mov_ing. Why should natural language seman­
tics not permit us to encode this? Thus the Expressiveness Constraint, 
the Grammatical Constraint, and the Cognitive Constraint all con­
verge on the position that there must be an event-function GO that is 
not reducible to a succession of BEs. 

To sum up, the well-formedness rules (9.26a,b) express the func­
tional decomposition of [EVENTS] and [ST A TES). 

(9.26) 
a. [EVENT] - {[Event GO ([Thing x], [Path y])] } 

[Event STAY ([Thing x], [Place y])] 

{

[state BE ([Thing x], [Place y])] } 
b. [STATE] - [state ORIENT ([Thing x], [Path y])] 

[state GO Ext ( [ Thing X], [Path Y])] 

9.3 Causative Functions 

A further element in our survey of spatial functions is the notion of 
causation, involved in the relation between the sentences in (9.27a) 
and those in (9.27b). 
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(9 .27) a. Sim came into the room. 
The ball flew out the window. 
The books stayed on the shelf. 

b. The wind pushed Sim into the room. 
Beth threw the ball out the window. 
Suzanne kept the books on the shelf. 

Roughly, the (b) sentences describe an agent bringing about the 
events described in the (a) sentences. We will represent the role of the 
agent by means of a binary function CAUSE, with structure (9.28a). 
Thus the sentences in (9.27b) have the representations shown in 
(9.28b); the embedded [EVENT] in each of these is the representa­
tion of the corresponding noncausative in (9.27a). 

(9.28) a. [Event CAUSE ([Thing x], [Event y])] 

b. [Event CAUSE ([Thing WIND], [Event GO ([Thing SIM], 
[Path INTO ROOM])])] 

[Event CAUSE ([Thing BETH], [Event GO ([Thing BALL], 
[Path OUT WINDOW])])] 

[Event CAUSE ([Thing SUZANNE], 
[Event STAY ([Thing BOOKS], [Place ON SHELF])])] 

A number of points about this representation merit discussion. 
First, consider the syntactic relation between the (9.27a) sentences 
and the (9.27b) sentences. The noncausative sentences, like all the 
sentences of the previous subsection, have the form NP1 V PP, with 
the theme in the subject. The causative sentences have the form 
NP2 V NP1 PP, with the agent in the subject and the theme in the 
direct object. In an earlier period of generative grammar, various 
attempts were made to treat this relationship by means of syntactic 
transformatio~s. This was the hallmark of case grammar (Fillmore 
(1968)) and generative semantics (McCawley (1968), Lakoff (1970, 
1971)), for example. Such an account was especially appealing in light 
of verbs that have both causative and noncausative forms, such as 
"fly" and "grow." 

(9.29) a. Amelia flew the plane. 
The plane flew. 

b. Luther grew the peas. 
The peas grew. 
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But since the introduction of lexical rules as a means of expressing 
morphological and semantic relations among similar lexical items 
(Chomsky 1970)), it has come to be widely accepted that the causa­
tive-noncausative relation in English is not a syntactic relationship but 
a lexical one. That is how it will be treated here; I will assume that 
there is no "deeper" word order underlying either set of sentences in 
(9.27). (See Jackendoff (1975a) and Bresnan (1978) for details.) 

Let us consider now some aspects of semantic structure (9.28a) 
itself. Notice that the agent is not necessarily acting willfully; for 
example, "the wind" is agent in the first sentence of (9.27b). The pos­
sibility of willfulness arises from the fact that an event of causation 
can be reanalyzed as an actor performing an action, as will be dis­
cussed in the next section. We will see there that willfulness or in­
tentionality is an optional property of an actor, and need not be 
represented in addition as part of the function CA USE. 

Some analysts (for example, Schank (1973), Davidson (1967b), and 
Miller and Johnson-Laird (1976)) have treated CAUSE as a function 
over two events. Instead of (9.28a), they propose something like 
(9.30). (I have translated their notations into my formalism.) 

(9.30) [Event CAUSE ([Event DO([Thing X], [Action z])], [Event y])] 

(9.30) can be expressed in English roughly as "x did something z that 
caused y." This analysis has been justified on the basis of sentences 
like "John's blowing bubbles made us laugh," in which an event, ex­
pressed by an NP, appears in subject position and therefore appears 
to be fulfilling the role of agent. The claim is that greater generality is 
achieved by requiring the first argument of CA USE always to be an 
event; the representation in (9.30) then automatically expresses the 
fact that x is performing some action in bringing y about. Further­
more, this analysis easily accommodates an expression such as the 
"by"-phrase in "John made us laugh by blowing bub0les": such an 
expression of means simply fills in the action z in (9.30). 

However, according to the Grammatical Constraint, we should be 
wary of positing a semantic structure such as the DO ... [Action z] in 
(9.30) and of assigning the same semantic structure to such radically 
different syntactic structures as subjects and means expressions. 
Indeed, this wariness is justified by the existence of means expres­
sions in sentences whose subject is an [EVENT], such as "John's 
blowing bubbles made us laugh by making us realize how drunk we 
all were." This example shows that the means expression cannot be 
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taken to fill the variable z in (9.30): in this example z has already 
putatively been filled by "blowing bubbles." Thus the alleged syntactic 
generality of (9.30) is illusory. (A related argument appears in Fodor, 
Garrett, Walker, and Parkes (1980).) 

In the present theory, we will claim instead that the function 
CAUSE permits either a [THING] or an [EVENT] as its first argu­
ment and that this argument appears invariably in subject position. 
Then "John made us laugh" is represented roughly as (9.31a); 
"John's blowing bubbles made us laugh" as in (9.31b). 

(9.31) a. [Event CAUSE ([Thins]OHN], [Event WE LAUGH])] 

b. [Event CAUSE ([Event]OHN BLOW BUBBLES], 
[Event WE LAUGH])] 

The fact that John did something will be expressed by the reanalysis 
of (9.31a) and the first argument of (9.31b) as actor-action pairs (see 
next section). The fact that John may have been willful but John's 
blowing bubbles (taken as a whole) could not be follows from the fact 
that only animate actors can be willful. Finally, a means expression, 
like all such syntactic modifiers, corresponds to a restrictive modifier 
of the conceptual constituent that dominates it-in this case the 
CAUSE function. In other words, the means expression expresses 
how John, or John's blowing bubbles, caused the event in the second 
argument. Thus the present analysis, by simply extending the first 
argument of CAUSE to include [EVENTS], incorporates all the evi­
dence for (9.30) at no cost to the generality of the syntax-semantics 
correspondence. 

Finally, consider the second argument of CAUSE. This is explicitly 
an [EVENT], not a [ST ATE], for agents make things happen. For 
example, (9.32) presents two alternative analyses of "Amy put the 
flowers in the vase." 

(9.32) a. [Event CAUSE ([Thing AMY], [Event GO ([Thing FLOWERS], 
[Path INTO VASE])])] 

b. [Event CAUSE ([Thing AMY], [state BE ([Thing FLOWERS], 
[Place IN VASE])])] 

(9.32a) may be read "Amy made it happen that the flowers went into 
the vase"; (9.32b), "Amy made it be the case that the flowers were in 
the vase." Either is superficially plausible. However, notice that the 
latter is somewhat odd-sounding: what Amy really did was bring 
about an event whose end-state is the situation in question. This is 



Applications 178 

invariably the case in causative sentences that appear to have a 
[ST A TE] as a second argument. Thus I will maintain that the second 
argument of CAUSE is an [EVENT] . (For further discussion, see 
Jackendoff (1976).) 

Gruber (1965) motivates a second kind of agency, called permissive 
agency, using contrasts like those in (9.33). 

(9.33) a. The rock went down the cliff. 
The bird flew out of the cage. 
Sam ran around the tree. 

b. Bill pushed the rock down the cliff. 
Bill removed the bird from the cage. 
Bill made Sam run around the tree. 

c. Bill dropped the rock down the cliff. 
Bill released the bird from the cage. 
Bill let Sam run around the tree. 

The sentences in (9.33b) express the familiar causative versions of 
those in (9.33a). The sentences in (9.33c), however, involve a differ­
ent relation between the agent and the event, which we will call the 
function LET. The fundamental structure is (9.34). 

(9.34) [Event LET ([Thing x], [EventY])] 

It has been suggested from time to time that LET means something 
like "cease to prevent" and therefore may be reducible to NOT 
CAUSE. .. NOT. For instance, the first example in (9.33c) might be 
taken to mean "Bill ceased preventing the rock from going down the 
cliff." However, the differences between CAUSE and LET, when 
examined in detail, do not support such a reduction, at least with 
particular ease. (See Gruber (1965), Jackendoff (1976), Miller and 
Johnson-Laird (1976, section 6.3).) I will therefore assume that LET 
represents a distinct type of causative function. 

We therefore add the following two event types to the taxonomy of 
(9.26), establishing the basic syntax of causal concepts. 

(9.35) 
[EVENT] ~ 

{ 

[Event CA USE ([[ Thing ] X], [Event Y])]} 
Event 

[Event LET ([[ Thing ] X], [Event Y])] 
Event 

Further refinement of the semantics of causation is possible. I will 
mention only one example from Talmy's (1976) interesting study. 
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Talmy observes that some verbs, such as "throw" and "send," express 
events in which the agent acts only as initiator; after the inception of 
the event, the theme takes its course without the agent's further in­
tervention. By contrast, the agents of verbs such as "drag" and 
"bring" participate throughout the theme's motion. Among verbs of 
permissive agency, "drop" and "lower" contrast along the same di­
mension. I leave the formalization of this distinction and of others 
like it for future research. 

9.4 VPs and ACTIONS 

The formal treatment developed in chapter 4 and elaborated here 
has so far ignored one of the major ontological categories discussed 
in chapter 3: [ACTIONS]. As pointed out in section 4.4, [ACTIONS] 
correspond to the double-primed syntactic category VP and are thus 
an exception to the generalization that major ontological categories 
are expressed by major (triple-primed) syntactic categories. This 
leads to a descriptive inadequacy in a representation like (9.36) for 
"The man put the book on the table," for this representation contains 
no constituent identified as an [ACTION]. 

(9.36) [Event CAUSE ([Thing MAN], [Event GO ([Thing BOOK], 
[Path TO ON TABLE])])] 

As a first step in solving this problem, notice that sentences that 
express [ACTIONS] are a subset of those that express [EVENTS]. 
(9.37) illustrates this; "what happened was" is a diagnostic for 
[EVENTS] and "what x did" is a diagnostic for [ACTIONS]. 

(9.37) a. What happened was that 

the pig ran away. } 
she put the book on the table. EVENTS 

• Fred heard about the accident. 
Louise received a letter. 

*the fire truck was red. } ST ATES 
*Fred loved Louise. 



Applications 180 

b. What Fred did was 

run away. } ACTIONS 
put the book on the table. 

*hear about the accident. } 
*receive a letter. 

non-ACTIONS 
*be red. 
*love Louise. 

An [EVENT] that is also an [ACTION] involves a character with a 
special role-the one who is performing the [ACTION]. We will call 
this character the [ACTOR] . The linguistic evidence of chapter 3 
shows that an [ACTION] can be identified independently of who is 
carrying it out (for instance, "Joe did the same thing Harry did"). 
Thus an [ACTION] is an [EVENT] from which one argument is 
missing, the one corresponding to the [ACTOR]. 

These considerations suggest a representation for "The man put 
the book on the table" something like (9.38). 

(9.38) 
[ 

ACTOR] . 
[Event . MAN . , [Action CAUSE (z, 

Thmg , 

[Event GO ([Thing BOOK], [Path TO ON TABLE])])]] 

In this expression, the first argument of CA USE is occupied by i, the 
index of the [ACTOR] constituent. Formally, one can think of this 
argument place as bound by the [ACTOR]; conceptually, this role is 
what the [ACTOR] does in performing this [ACTION]. 

(9.38) deviates from the usual function-argument structure we 
have employed so far. It is therefore necessary to sanction the possi­
bility of this expression by means of a special well-formedness rule ( or 
rule of conceptual reanalysis): 

(9.39) [Event F(Xi, Y;, zk,···>] -

[
ACTOR] . 

[Event X ;' [Action F(z, Y;, zk,••·)]] 

The double arrow in (9.39) means that the forms are interconverti­
ble, so that (9.38) can be derived from (9.36) and vice versa. 

Rule (9.39) must be amplified with conceptual conditions on what 
can count as an [ACTOR] and what as an [ACTION]. The conditions 
on [ACTOR] can be illustrated by a contrast like the one shown in 
(9.40). 
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(9.40) What {~ Fhred .
1
} did was go to Philadelphia. 

rt e ma1 

Apparently an [ACTOR] must display a certain capacity for au­
tonomy. Animacy is too strong a requirement, since (9.41a) and even 
(9.41b) are acceptable. 

(9.41) a. What the rock did was roll down the hill. 
b. What the clouds did was go over Philadelphia. 

The mail seems even flabbier than the clouds, incapable of action; but 
I won't try to push the distinction further here. 

The conditions on [ACTION] can be specified fairly precisely. 
First, when the variable of an [ACTION] is bound, the result must be 
an [EVENT]; this condition is incorporated into rule (9.39). This 
condition excludes "being tall" or "loving Louise" from expressing 
[ACTIONS], since binding the variable results in a [ST ATE] rather 
than an [EVENT]. Second, the semantic role of the variable position 
in an [ACTION] is limited to agents, as in (9.36), and themes, as in 
(9.41a). "Receive a letter" and "hear about Bill" do not express [AC­
TIONS] because the subject is a goal rather than an agent or theme. 

Among the correspondence rules, there must be a rule relating the 
constituent VP to the [ACTION] constituent in conceptual structure: 

(9.42) A VP may be construed as an [ACTION]; the argument 
position of the verb corresponding to the subject is 
occupied by the bound variable of the [ACTION]. 

This rule is necessary particularly for the interpretation of sentences 
like (9.37b), in which a bare VP expressing an [ACTION] appears to 
the right of "be." It may also prove useful elsewhere. 6 

This account requires no special lexical markings of verbs as action 
verbs (as does, for example, Ross's (1972) theory). Rather, this infor­
mation is encoded in the general conditions on the nature of [AC­
TIONS], in the relation of [ACTIONS] to [EVENTS], and in the 
correspondence rule (9.42) that relates VPs to [ACTIONS]. A par­
ticular VP will be construed as an [ACTION] only if all these condi­
tions are met. 

An important subclass of actions is the class of willful or intentional 
actions. Consider the following pairs of sentences: 

(9.43) a. The rock rolled down the hill. 
b. John rolled down the hill. 



Applications 182 

(9.44) a. The rock broke the window. 
b. John broke the window. 

The VPs of all these sentences express [ACTIONS] ("WhatJohn/the 
rock did was roll down the hill/break the window"). The subjects in 
(9.43a,b) are both themes, and those in (9.44a,b) are both agents. 
However, the (b) sentences are ambiguous: one can ask whether John 
acted on purpose or not. In the intentional sense, John performs the 
action as a result of his own will. In the unintentional sense, he is 
acting more or less as an inanimate object: he stumbles and falls down 
the hill or is pushed into the window. This ambiguity can be ex­
pressed by the presence or absence of a marker WILLFUL in the 
semantic structure of the sentence. This marker will be applicable to 
an animate actor such as "John," but anomalous if applied to an in­
animate actor such as "the rock." 

How should this marker be attached to the semantic structure? 
One possibility would be to make it a modifier of CAUSE. But this 
would not explain the possibility of willfulness when the subject is 
theme, as in (9.43b). 7 The alternative is to associate the marker 
WILLFUL with [ACTOR]-[ACTION] pairs, regardless of the the­
matic relation of the [ACTOR]. This analysis applies uniformly to 
(9.43) and (9.44) without further ado. 

There is then the question of whether WILLFUL should be asso­
ciated with the [ACTOR] or with the [ACTION]. One's first impulse 
is to attach it as a modifier of the [ACTOR], since this is the character 
exerting will. In fact, however, syntactic expressions of willfulness 
such as "deliberately" and "on purpose," as well as the denial of will­
fulness in "accidentally," are normally attached to the VP, not to the 
subject: 

{

deliberately.} 
a. What John did was roll down the hill on purpose. 

accidentally. 

(9.45) 

{

deliberately} 
b. Breaking windows accidentally is punishable by death. 

on purpose 

Thus the Grammatical Constraint suggests that WILLFUL is a fea­
ture of an [ACTION], not of an [ACTOR]. 

This analysis leads to a simple treatment of imperative sentences 
like "Wash the dishes!" as bare VPs that express [WILLFUL AC-
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TIONS]. Thus, for example, "Receive a letter!" and "Know the an­
swer!" are not possible commands because they do not express 
[ACTIONS], and "Keep sleeping!" is odd because it expresses an 
[ACTION] over which it 1s hard to imagine exerting will. 8 

With this analysis, then, we can treat [ACTIONS] as independent 
conceptual constituents, in accordance with the linguistic evidence 
presented in chapter 3. A VP expressing an [ACTION] is a concep­
tual constituent that may be used referentially, filled in with informa­
tion derived from pragmatic anaphora, questioned, or quantified 
over. Moreover, action sentences have a conceptual analysis con­
taining both an [EVENT] and an [ACTION] constituent, as required 
for explicitness in conceptual representation. This dual analysis, cre­
ated by rule (9 .39), leads to formal and substantive advantages in the 
description of a number of linguistic constructions. 

9.5 A Principle of Lexicalization 

The verbs in the examples so far express only one event- or state­
function, with the exception of causative verbs, which express two. 
All of the sentences have also expressed place- or path-functions ex­
plicitly as a preposition. However, this is only because I have selected 
examples in which the correspondence of semantics and syntax is 
maximally transparent. 

In order to deal with the more general case, we must ask how a 
conceptual structure can be carved up into lexical items. The verb 
"enter" serves as a good preliminary example. "The dog entered the 
room" can be paraphrased by "The dog went into the room." Both 
sentences have the semantic structure (9.46a), in which "the dog" is 
theme and "the room" is the reference object of the path. 9 However, 
this structure is lexicalized differently in the two cases. (9.466) shows 
how it is composed in "The dog went into the room"; (9.46c) shows 
how it is composed in "The dog entered the room." 

(9.46) a. [Event GO ([Thing DOG], [Path TO ([Place IN ([Thing ROOM])])])] 

b. "go": [Event GO ([Thing x], [Path y])] 

"into": [Path TO ([Place IN ([Thing z])])] 

C. "enter": [Event GO ([Thing x], [Path TO ([Place IN ([Thing z])])])] 

In other words, the verb "enter" itself lexicalizes the path- and place­
functions instead of leaving them to be overtly expressed by a prepo-
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sition. Since the open argument z is a thing rather than a place or a 
path, "enter" acts syntactically as a simple transitive verb. 

A similar case is "approach," which also lexicalizes a path-function. 
This time the appropriate function is TOW ARD: 

(9.47) "approach": [Event GO ([Thing x], [Path TOWARD ([Thing y])])] 

Slightly more complex is the verb "rise," which can occur either 
intransitively ("The balloon rose") or with a PP ("The balloon rose 
along the cliff"). The intransitive use lexicalizes the path UPWARD; 
the PP adds an additional component to the path, as in (9.48). 

(9.48) [ UPWARD ] 
[Event GO ([Thing BALLOON], Path ALONG ([Thing CLIFF]) )] 

The structure of "rise" is therefore (9.49). 

(9.49) " . ,, [ GO ([ ] [ UPWARD])] nse : Event Thing X , ( ) 
Path Y 

The angle brackets around the variable y indicate that this argument 
is optional. When it is not present, we get the intransitive "rise," which 
takes only a single argument, the theme: the path is totally lexicalized 
by the verb. When y is present, we get the use of "rise" with a PP: the 
path given by the verb and that given by the PP combine as features 
of a more complex path. 

The verb "raise" is the causative of "rise." Its structure, which is 
representative of causatives, is (9.50). 

(9.50) "raise": [Event CAUSE ([Thing x], [Event GO ([Thing y], 

[ 
UPWARD])])] 

Path ( Z) 

The bracketed variable z abbreviates two uses of "raise," with and 
without a PP after the direct object, as in "Max raised his hand to the 
ceiling" and "Max raised his hand," respectively. 

Verbs may lexicalize more than just a path- or place-function. For 
example, "Nicky buttered the toast" has a component that may be 
paraphrased as "Nicky put butter on the toast"; "Sam dusted the fur­
niture" means "Sam took (the) dust off the furniture." Thus the verbs 
"butter" and "dust" lexicalize not only the path-function but the 
theme as well, leaving the agent and the reference object as the two 
syntactically expressed arguments. 
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(9.51) a. "butter": [Event CAUSE ([ThingX], [Event GO ([Thing BUTTER], 
[Path TO ([Place ON ([Thing y])])])])] 

b. "dust": [Event CAUSE ([Thing x], [Event GO ([Thing DUST], 
[Path FROM ([Place ON ([Thing Y ])])])])] 

Notice that the two verbs have opposite path-functions. Each is rep­
resentative of a class of English denominal verbs. Like "butter" are 
many verbs such as "paper (the walls)," "paint," and "water." Like 
"dust" are less numerous verbs such as "scale (a fish)," "milk" (with 
path FROM IN), and "skin." 

The most extreme case arises when a verb lexicalizes both the 
theme and the path, leaving no arguments to be expressed syntacti­
cally. The verb "rain" is such a case: it strictly subcategorizes only a 
semantically empty "it" in the subject. In languages such as Spanish 
that do not require a syntactic subject, the parallel verb can form a 
sentence all by itself. 

(9.52) "rain": [Event GO ([Thing RAIN], [Path DOWNWARD])] 

From these examples emerges an important general principle of 
lexicalization, for which I have found no exceptions. 

Lexical Variable Principle 

A variable in the structure of a lexical item must be capable of 
being filled by a conceptual constituent. 

This principle is true of every example given here (including the 
variable y in "rise" (9.49), which is a [PATH]). To understand its 
significance, let us see what it predicts must not happen. 

(An initial caveat: I am generally put off by arguments purporting 
to demonstrate the nonexistence of a conceivable class of lexical 
items, since they rely essentially on the author's lack of imagination. 
Thus I present such an argument with a certain amount of diffi­
dence. To keep myself honest, I will try to formulate as plausible an 
example as possible.) 

Suppose that we take a conceptual structure like (9.53), which is 
lexicalized most transparently as "Joe put butter on the bread." 

(9.53) [Event CAUSE ([Thing JOE], [Event GO ([Thing BUTTER], 
[Path TO ([Place ON ([Thing BREAD])])])])] 

(9.53) can also be lexicalized as "Joe buttered the bread," in which the 
verb includes the theme as well as the path- and place-functions, as 
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shown in (9.51). However, one might imagine another lexicalization 
in which the verb includes the reference object instead. Suppose that, 
following approximately the pattern of the denominal verbs in (9.51), 
this verb were pronounced "bread." It would have the structure 
(9.54). 

(9.54) "bread": [Event CAUSE ([Thing x], [Event GO ([Thing y], 
[rath Z ([Thing BREAD])])])] 

We would expect this verb to occur in patterns like (9.55). 

(9.55) a. Joe breaded the butter on. (= "Joe put butter on the 
bread.") 

b. Joe breaded the jelly under. ( = "Joe put jelly under the 
bread.") 

c. Joe breaded some salami on top of. (= "Joe put some 
salami on top of the bread.") 

Such a verb is plausible on pragmatic grounds: it means something 
that one can imagine actually wanting to say. Nevertheless, it is intu­
itively bizarre. This is clearer if we compare it to a hypothetical verb 
"mayonnaise" ("put mayonnaise on") that follows the formal pattern 
of "butter" in (9.51a). A sentence like "Joe mayonnaised the bread," 
though it uses a nonexistent verb, is altogether understandable, while 
"Joe breaded the butter on," in the sense intended in (9.55a), is 
nonsense. 

There are two ways in which the hypothetical verb "bread" differs 
from the other verbs we have discussed. First, it violates the Lexical 
Variable Principle: the variable z is not a conceptual constituent, but a 
path-function whose argument position has been lexicalized. The 
second difference is a direct syntactic reflection of the first: in order 
to express the argument z, such a verb would have to subcategorize a 
transitive preposition occurring without its object. The reason one 
can feel fairly confident of the nonexistence of a verb like "bread" is 
that there are no verbs with such a subcategorization. One can pro­
duce the superficial syntactic pattern of (9.55) in two ways, illustrated 
in (9.56). 

(9.56) a. John put the books down. 
Sally sent some sandwiches over. 

b. Bill turned the light off. 
Alice looked the answer up. 
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In (9.56a), the verb subcategorizes a full PP, which happens in these 
instances to be filled by an ( optionally) intransitive preposition. In 
these examples, the preposition specifies the path all by itself. In 
(9.56b), the verb occurs idiomatically with an intransitive preposition 
(or "particle"), and the meaning of the verb-particle combination is 
specified in the lexicon. In neither case does the preposition have the 
syntactic or semantic role called for by a verb like "bread," a bare 
preposition expressing a bare path-function. Thus the Lexical Vari­
able Principle appears to be valid, at least for this case, which - given 
the. wide range of combinations of functions and arguments seen in 
(9.46) - (9.52) that can lexicalize- is not a trivial one. 

This argument has involved lexicalization of an event-function and 
parts of a path. -Ross (1972) gives a similar argument with respect to 
embedded event-functions (interestingly, in a quite different theo­
retical framework). He observes that the semantic structure of "try to 
find" in (9.57a) can also be lexicalized as "look for," as in (9.57b); but 
there could not be a verb "trentertain" that lexicalizes the semantic 
structure of "try" and "entertainment" alone, as in (9.57c). 

(9.57) (Ross's (88)) 
a. Fritz tried to find entertainment. 
b. Fritz looked for entertainment. 
c. *Fritz trentertained to find. 

Though the pragmatics of Ross's hypothetical example may leave 
something to be desired, the verb "trentertain" is particularly im­
plausible because the corresponding syntactic pattern- a verb that 
must be followed by an objectless transitive verb- is unknown. Ross 
argues from this example that if a verb lexicalizes multiple predicates 
(event- or state-functions), they must be adjacently embedded in 
semantic structure .. Formally, his claim amounts to a special case of 
the Lexical Variable Principle, since lexicalization of nonadjacent 
functions would lead to a variable that is a bare event- or state­
function rather than a full conceptual constituent. Again, this is a case 
of nontrivial interest.10 

This is by no means aH there is to say about lexicalization patterns. I 
have not mentioned, for instance, any of the fascinating material in 
Talmy's (1980) broad crosslinguistic survey. However, this much will 
serve for present purposes; it begins to provide some idea of how · 
lexical and syntactic variety can be achieved within the expressive 
constraints imposed by a fairly rigid functional form in semantic 
structure. 



Chapter 10 
N onspatial Semantic Fields 
and the Thematic 
Relations Hypothesis 

The great insight of Gruber (1965), anticipated by others but never 
demonstrated in such detail (see references in Anderson ( 1971, 6), is 
that the semantics of motion and location provide the key to a wide 
range of further semantic fields. 

In present terms, Gruber's hypothesis may be stated like this: 

Thematic Relations Hypothesis (TRH) 
In any semantic field of [EVENTS] and [ST ATES], the principal 
event-, state-, path-, and place-functions are a subset of those used 
for the analysis of spatial location and motion. Fields differ in 
only three possible ways: 
a. what sorts of entities may appear as theme; 
b. what sorts of entities may appear as reference objects; 
c. what kind of relation assumes the role played by location in the 

field of spatial expressions. 

Gruber develops this hypothesis by showing that similar grammatical 
and lexical patterns appear across apparently unrelated semantic 
fields; Jackendoff (1972, 1976) extends and formalizes Gruber's 
work. Here we will give only the flavor of this work and discuss its 
consequences, emphasizing improvements on the 1976 formulation. 

The significance of this insight to the present undertaking cannot 
be overemphasized. It means that in exploring the organization of 
concepts that, unlike those of #physical space#, lack perceptual 
counterparts, we do not have to start de novo. Rather, we can con­
strain the possible hypotheses about such concepts by adapting, in­
sofar as possible, the independently motivated algebra of spatial 
concepts to our new purposes. The psychological claim behind this 
methodology is that the mind does not manufacture abstract con-
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cepts out of thin air, either. It adapts machinery that is already avail­
able, both in the development of the individual organism and in the 
evolutionary development of the species. 

10.1 Temporal and Possessive Fields 

Let us begin with a particularly transparent illustration of the The­
matic Relations Hypothesis. It has often been noticed (as in Anderson 
(1971), Clark (1973)) that prepositions of time are on the whole iden­
tical to spatial expressions (IO.I) and that temporal PPs are attached 
to sentences in the same way as PPs of location (10.2). 

(IO.I) a. at 6:00 
from Tuesday to Thursday 
in 1976 
on my birthday 

b. at the corner 
from Denver to Indianapolis 
in Cincinnati 
on the table 

(10.2) a. In 1976, Max met a cockroach . 
Jean ate breakfast at 8:00. 

b. In Cincinnati, Max met a cockroach. ( = (9.4)) 
Jean ate breakfast in her bedroom. 

This suggests that temporal expressions define a one-dimensional 
"pseudospace," the well-known time-line. It is not [THINGS] that are 
located in time, but [EVENTS] and [ST A TES]. Thus we may define 
the temporal field as follows, according to criteria (a-c) of the 
Thematic Relations Hypothesis: 

(10.3) Temporal field: 
a. [EVENTS] and [ST ATES] appear as theme. 
b. [TIMES] appear as reference object. 
c. Time of occurrence plays the role of location. 

The TRH predicts a phenomenon not pointed out by Anderson or 
Clark: that verbs asserting temporal location will appear in patterns 
parallel to those of spatial verbs. Let us compare the temporal ex­
pressions in (10.4) to the spatial ones in (10.5). 
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(10.4) a. 
b. 
C. 

(10.5) a. 
b. 
C. 

The meeting is at 6:00. (BE) 
We moved the meeting from Tuesday to Thursday. (GO) 
Despite the weather, we kept the meeting at 6:00. (STAY) 

The statue is in the park. (BE) 
We moved the statue from the park to the zoo. (GO) 
Despite the weather, we kept the statue on its pedestal. 
(STAY) 

(10.4) shows that when the temporal location of an event is capable of 
being changed, the verbs used to express change or lack thereof are 
identical to verbs of spatial motion or lack thereof. Similarly, com­
pare the temporal expressions in (10.6a) with the spatial expressions 
of extent in (10.6b) . 

(10.6) a. Ron's speech went/extended/lasted from 2:00 to 4:00. 
b. The road went/extended from Denver to Indianapolis. 

Again, many of the same verbs occur. 
To appreciate the force of the parallelism, consider the inference 

patterns of corresponding spatial and temporal expressions. The 
function GOExt, expressed in (10.6b), maps a [THING] and a [PATH] 
into a [ST ATE] and asserts that the [THING] occupies every point of 
the [PATH] . When shifted into the temporal domain, as in (10.6a), 
GOExt maps an [EVENT] and a temporal [PA TH] into a [ST A TE] 
and asserts that the [EVENT] occupies all points in time within the 
temporal [PATH]. The verb "move" in (10.4b), while it loses the sense 
of continuous traversal, asserts that at the beginning of the event de­
scribed, the meeting was on Tuesday, and at the end, on Thurs­
day-a subset of the inference pattern expected of spatial GO. In 
other words, temporal expressions preserve much of the force of 
lexically parallel spatial expressions, relative to the definitions of 
theme and location in (10.3). 

We will express this semantic parallelism formally by using sub­
scripted spatial functions as conceptual structures for temporal func­
tions. Thus, for example, (10.7a-d) will be the representations for 
(10.4a-c) and (10.6a). 

(10.7) a. [state BETemp ([Event MEETING], [Place ATTemp ([Time 6:00])])] 

b. [Event CAUSE ([Thing WE], [Event GOTemp ([Event MEETING], 

[ 
FROMTemp ([Time TUESDAY])])])] 

Path TOTemp ([Time THURSDAY]) 
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C. [Event CAUSE ([Thing WE], [Event STAYTemp 
([Event MEETING], [Place AT Temp ([Time 6:00])])])] 

d. [state GOExt,Temp ([Event SPEECH], 

[ 
FROMTemp ([Time 2:00])])] 

Path TOTemp ([nme 4:00]) 

This is not the only way time can be conceptualized. As Clark 
( 1973) observes, there is an alternative conceptualization in which 
times serve as theme instead of reference object. Compare ( 10.8a) 
and (10.8b). 

(10.8) a. Tuesday crept by. 
Christmas is fast approaching. 
Our future lies ahead of us. 

b. The freight train crept by. 
The tiger is fast approaching. 
The frontier lies ahead of us. 

Here temporal periods, or events considered as temporal periods, 
are conceived of as moving relative to an observer or experiencer 
who is conceived of as reference object. Interestingly, expressions in 
this field often seem to be more emotionally loaded than those 
defined by (10.3). This is perhaps because these expressions are more 
closely related to the experience of time than (10.3), which abstracts 
time away from experience so that one can view time periods synop­
tically and move events around within them.1 

Verbs of possession define an entirely different semantic field­
actually a family of semantic fields, since there are several distinct 
notions of possession. A well-known difference is that between in­
alienable possession-the way one possesses one's nose, for in­
stance-and alienable possession-the way one possesses a book. 
Alienable possession in turn divides into (at least) ownership and 
temporary control, so that one can, for example, distinguish a lend­
er's from a borrower's rights over an object. (See Miller and Johnson­
Laird (1976, section 7.2.2) for discussion.) Moreover, the kinds of 
things one can do with a disease such as a cold-have one, get one, 
give yours to someone else-pattern much like expressions of pos­
session, suggesting yet another member of this family of fields. 

Whichever notion of possession we consider, we find that it plays 
the role that location does in the spatial field, as the central element 
of a group of [ST A TE] and [EVENT] concepts. As illustration, we 
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will treat alienable possession, ignoring its further subdivision. It 
satisfies the Thematic Relations Hypothesis in the terms stipulated in 
(10.9). Each of the other members of the family substitutes the ap­
propriate notion of possession for "alienably possessed" in (10.9c). 

( 10. 9) Alienable possession: 
a. [THINGS] appear as theme. 
b. [THINGS] appear as reference object. 
c. Being alienably possessed plays the role of location; that 

is, "y has/possesses x" is the conceptual parallel to spa­
tial "x is at y." 

The pseudospaces of all the possessive fields are discontinuous; 
there is no way to make sense of a continuous transition in possession 
from one individual to another. Thus [PATHS] degenerate essen­
tially into their endpoints, and the function GO can be treated, in this 
special case, as a change-of-state function, if one desires. 

The examples in (10.10) illustrate verbs in this field, displaying the 
full range of functional possibilities. (Subscripts that are obvious have 
been omitted; we use the subscript "Poss" to designate functions rel­
ativized to alienable possession.) 

(10.10) a. Beth has/possesses/owns the doll. 
The doll belongs to Beth. 
[state BEPoss ([DOLL], [Place ATPoss ([BETH])])] 

b. Beth received the doll. 
[Event GOPoss ([DOLL], [Path TOPoss ([BETH])])] 

c. Beth lost the doll. 
[Event GOPoss ([DOLL], [Path FROMPoss ([BETH])])] 

d. Amy gave the doll to Beth. 
[CAUSE ([AMY], [GOPoss ([DOLL], 

[ 
FROMPoss ([AMY])])])] 

Path TOPoss ([BETH]) 

e. Amy kept the doll. 
[CAUSE ([AMY], [STAYPoss ([DOLL], 

[Place AT Poss ([AMY])])])] 

f. Amy gave up/relinquished the doll. 
[LET ([AMY], [GOPoss ([DOLL], [FROMross ([AMY])])])] 

g. Beth obtained the doll. 
[CAUSE ([BETH], [GOPoss ([DOLL], [TOPoss ([BETH])])])] 
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h. Beth accepted the doll. 
[LET ([BETH], [GOPoss ([DOLL], [TOPoss ([BETH])])])] 

1. Amy sold the doll to Beth for $5. 
[CAUSE ([AMY], 

[

GO ([DOLL] [FROMPoss ([AMY])])] 
Poss ' TO ([BETH]) Poss ) ] 

GO ([$5] [FROMPoss ([BETH])]) 
Poss ' TOPoss ([AMY]) 

J· Beth bought the doll from Amy for $5 . 
[CAUSE ([BETH], 

[

GO ([DOLL] [FROMPoss ([AMY])])] 
Poss ' TO ([BETH]) 

fug )] 

GO ([$5] [FROMPoss ([BETH])]) 
Poss ' TOPoss ([AMY]) 

Only a few verbs are shared between the spatial and possessive 
fields; the most prominent are "keep," a ST A Y verb in both fields, 
and "belong," which expresses BE of possession and something like 
SHOULD BE of location (as in "The cookies belong in the jar"). On 
the other hand, the use of "from" and "to" to express possessive 
source- and goal-function is quite general; and other languages such 
as French and Hebrew use the verb "be" for possession ("Le livre est a 
Jean," "Hasefer haya l;)moshe") . In addition, English has the posses­
sive "The book is mine" and the spatial "The table has a book on it." 
Thus there is a certain amount of lexical justification for this analysis, 
though less for English than in the temporal field. 

Causation plays a rich role in this field. "Receive" and "lose" ex­
press noncausative events, since the subject exercises no control. The 
contrasts between "give" and "relinquish" and between "obtain" and 
"accept" are prime examples of the distinction between CAUSE and 
LET. With transactional verbs such as "buy" and "sell," the subject is 
conceptualized as the initiator of the transfer of both the doll (pri­
mary theme) and the money (secondary theme). The activity of the 
other partner in the transaction is not described, though it may be 
inferred pragmatically (or perhaps there is further internal structure 
not represented here-see Miller and Johnson-Laird (1976, section 
7.2.6)). Thus "buy" and "sell" describe similar transactions, and differ 
only with respect to which character is the initiator. 
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10.2 Identificational, Circumstantial, and Existential Fields 

Another semantic field, called identificational by Gruber, concerns 
categorization and ascription of properties. 

(10.11) Identificational field: 
a. [THINGS] appear as theme. 
b. [THING TYPES] and [PROPERTIES] appear as 

reference objects. 
c. Being an instance of a category or having a property 

plays the role of location. 

This is the field in which we find the "be" of categorization that 
played such a prominent role in chapters 5 and 6. As observed there, 
NPs used as reference objects in this field appear grammatically as 
predicate nominals, and when indefinite are interpreted as [TYPES] 
rather than [TOKENS]. 

( 10.12) gives examples of verbs in this field. (Again, subscripts are 
omitted where obvious.) 

(10.12) a. Elise is a pianist. 
[state BE1ctent ([Thing Token ELISE], 

[Place A T1dent ([Thing Type PIANIST])])] 

b . Elise became/turned into a mother. 
[Event GOiden! ([Token ELISE], 

[Path TOiden! ([Type MOTHER])])] 

c. The coach changed from a handsome young man into a 
pumpkin. 
[Event GOiden! ([Token COACH], 

[ 
FROMldent ([MAN]) ] )] 

Path TO1dent ([PUMPKIN]) 

d. The coach stayed/remained a pumpkin. 
[Event ST AY1ctent ([Token COACH], 

[Place AT1dent ([Type PUMPKIN])])] 

e. Sol made Gary a celebrity. 
[CAUSE ([SOL], [GO1ctent ([GARY], 

[TO1ctent ([CELEBRITY])])])] 

f. Sol kept Gary a celebrity. 
[CAUSE ([SOL], [STAY1dent ([GARY], 

[AT1ctent ([CELEBRITY])])])] 
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g. Sol left Gary a celebrity. 
[LET ([SOL], [ST A Y,ctent ([GARY], 

[AT1ctent ([CELEBRITY])])])] 

The preposition "as" frequently appears as a marker of identifica­
tional location (i.e., categorization). (10.13) gives some representative 
constructions, most of which are too complex to be analyzed with the 
formalisms developed so far. 

(10.13) a. I used to work as a musician. 
b. He imagined me as a celebrity. 
c. He treated me as a celebrity. 
d. He hired me as a janitor. 
e. As a citizen of Lower Bassadonia, I protest vehemently. 

All the verbs in ( 10.12) can appear with an adjective phrase in place 
of the predicate nominal. ( 10.14) gives a few cases. 

(10.14) a. The light is red . 
[BE1ctent ([LIGHT], [AT1ctent ([Property RED])])] 

b. The light changed from red to green. 

[GO1ctent ([LIGHT], [FROM1ctent ([Property RED])])] 
TO1dent ([Property GREEN]) 

c. Sol kept Gary famous. 
[CAUSE ([SOL], [STAY1dent ([GARY], 

[AT1ctent ([Property FAMOUS])])])] 

There are also adjectival analogues to some of the "as NP" con­
structions in (10.13), for instance, "He considered me famous," "He 
imagined me famous." And many [PROPERTIES] lexicalize with a 
GO1ctent function to form so-called inchoative verbs, a few of which 
appear in (10.15). 2 

(10.15) a. The pages yellowed. 
[GO,ctent ([PAGES], [TO1ctent ([Property YELLOW])])] 

b. The metal melted. 

[GO ([MET AL] [FROM1dent ([SOLID]) ] )] 
!dent ' TO1dent ([LIQUID]) 

c. The flames blackened the building. 
[CAUSE ([FLAMES], [GO1ctent ([BUILDING], 

[TO1ctent ([BLACK])])])] 
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The identificational field, unlike the possessive field, shows signs of 
continuous [PATHS] as well as end-states. For instance, the verb 
"range" behaves like a GOExt function, specifying occupation of end­
points and all (or many) points in between. Note that it appears in 
simple present and with source- and goal-functions, the sign of stative 
GOExt• Also, compare the identificational cases (10.16a,b) with the 
spatial use of "range" (10.16c). 

(10.16) a. Our clients range from psychiatrists to psychopaths. 

[state GOExt,ldent ([OUR CLIENTS], 

[
FROMrctent ([PSYCHIATRISTS])])] 
TOrctent ([PSYCHOPATHS]) 

b. This theory ranges from the sublime to the ridiculous. 
[state GOExt,Ident ([THEORY], 

[
FROMrctent ([SUBLIME]) ])] 
TOrctent ([RIDICULOUS]) 

c. Jackrabbits range from Maine to Florida. 

[
FROM ([MAINE])] 

[state GOExt ([JACKRABBITS], TO ([FLORIDA]) )] 

Next, compare the spatial expressions in ( 10.17) with the identi­
ficational ones in (10.18). 

(10.17) a. The train traveled to New York. 
b. The train traveled toward New York. 

(10.18) a. The balloon became small. 
b. The balloon became smaller. 

In the (a) sentences, the theme achieves the goal: the train reaches 
New York, and the balloon ends up with the property "small." On the 
other hand, the (b) sentences describe the theme getting closer to the 
goal, without necessarily reaching it. In (10.18b), the balloon may still 
end up large-but it is closer to small than before. This similarity of 
inference patterns suggests that the comparative adjective expresses 
an identificational direction, a path whose endpoints are not speci­
fied. We therefore assign (10.18a,b) the respective representations 
(10.19a,b). 

(10.19) a. [GOrctent ([BALLOON], [Path TOrctent ([Property SMALL])])] 

b. [GOrctent ([BALLOON], 
[Path TOWARDrctent ([Property SMALL])])] 
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There is evidence that this use of identificational TOWARD is 
correct. Recall well-formedness rule (9.16a), which permitted the 
construction of places from paths, as in "He lives two miles down the 
road from here." If the comparative adjective expresses a direction, 
this explains why it can appear in constructions with analogous 
modifiers. (For a discussion of the syntactic parallels, see Jackendoff 
(1977a, chapter 6).) 

(10.20) a. Sally is three inches shorter than Bill. 
b. Sally is way bigger than Bill. 

In these sentences, "Bill" serves as a reference object, the compara­
tive adjective specifies a path away from Bill along a certain scale of 
value, and the quantifier and measure phrases specify distance along 
the path. The result is an identificational [PLACE], as required by the 
argument structure of "be." In other words, (10.20) is a complete 
semantic analogue of "He lives two miles down the road from here," 
despite its somewhat different grammatical structure. (10.20a) there­
fore receives (10.21) as its representation. 

( 10. 21) [state BE1ctent ([SALLY], 

[ 
ON1ctent ([ ~~~:~~:ct~~]i[SHORT])])])] 

Place Path [Amount 3 INCHES] 

Thus, the use of continuous identificational paths makes possible an 
analysis of the comparative that is in accord both with the expressive 
capacity of the construction and with the Thematic Relations Hy­
pothesis .3 

In short, adjectives express absolute properties (within syncate­
gorematicity, of course-a small elephant is still bigger than a big 
mouse), while comparative adjectives express properties relative to a 
stipulated reference standard. In this relative sense, they act like spa­
tial directions and can therefore undergo similar modification. 

We should take note of the precise extent of the parallelism. Al­
though all comparative adjectives can be taken to express traversal of 
or position on a scale, not many admit measure expressions like 
"three inches." We find "three inches higher/lower/longer/shorter," 
"three minutes earlier/later/older/younger," "three degrees hotter/ 
colder," and a few others; but there is no unit of measurement for 
"big," "beautiful," "sophisticated," "wise," "tasty," "lucky," or thou­
sands of others. Still, we do find the construction with a quantifier: 
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"far/much/a little bigger/wiser/tastier/luckier/more beautiful/more so­
phisticated," and this is sufficient for the spatial parallel. To dis­
tinguish those adjectives that allow a measure expression in the 
comparative from those that do not, we will need to invoke a feature 
[METRICIZABLE], which indicates the possibility of a replicable unit 
of distance throughout the scale. Nonmetricizable [PROPERTIES], 
which are in the great majority, will permit only a relative scale of 
distance. Spatial distance, of course, is metricizable, and is thus richer 
and more complex than the pseudospaces defined by most adjectives. 

The next field is called circumstantial. 

(10.22) Circumstantial field: 
a. [THINGS] appear as theme. 
b. [EVENTS] and [ST A TES] appear as reference objects. 
c. "xis a character of y" plays the role of spatial "xis at y." 

Syntactically, circumstantial verbs always subcategorize a subordinate 
clause that expresses the reference [EVENT] or [STATE]. This sub­
ordinate clause lacks a subject, and the theme of the main clause is 
understood to serve in this role-that is, to be the missing character 
in the reference [EVENT] or [ST A TE]. 

To make this less abstract, compare (10.23a,b) with (10.23c,d). 

(10.23) a. Fred kept composing quartets. 
b. Louise kept Fred composing quartets. 
c. Fred stayed in the attic. 
d. Louise kept Fred in the attic. 

In (10.23a,b), the subordinate clause "composing quartets" lacks an 
overt syntactic subject; "Fred" is understood as fulfilling this func­
tion. The lexical parallel with (10.23d) suggests an analysis in which 
"Louise" is agent, "Fred" is theme, and "composing quartets" serves 
as a kind of [PLACE]. (10.22) defines just what kind of [PLACE] it is: 
an [EVENT] in which Fred is a character. Then,just as spatial "keep" 
means "maintain in a positio·n over time," circumstantial "keep" 
means "maintain in a role in an event or situation over time." 

We will formalize (10.23a,b) as (10.24a,b). Since the subordinate 
clause is missing its subject, its semantic structure has an open argu­
ment place, filled by the variable i. This variable is bound to the 
theme of the main clause by coindexing,just as we bound [ACTORS] 
to [ACTIONS] in section 9.4. 4 For convenience, the subordinate 
clause has been left otherwise unanalyzed semantically. 
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( 10.24) a. [Event ST A Y Circ ([Fred];, 
[Place ATcirc ([Event i COMPOSE QUARTETS])])] 

b. [CAUSE ([LOUISE], [STAYcirc ([FRED];, 
[Place AT Circ ([Event i COMPOSE QUARTETS])])])] 

Thus we find the verb "keep" expressing ST A Y or its causative in 
every semantic field studied so far. That all these apparently dispa­
rate uses can be subsumed under a single semantic analysis is strong 
evidence for the Thematic Relations Hypothesis; under the Grammat­
ical Constraint, this is the most general and desirable case possible. 

With this analysis of "keep," it is easy to see how to analyze the 
aspectual verbs "start" and "stop" as circumstantial GO: 

(10.25) a.Ludwig started composing quartets. 
[GOcirc ([LUDWIG];, 

[Path TOcirc ([i COMPOSE QUARTETS])])] 

b. Ludwig stopped composing quartets . 
[GOcirc ([LUDWIG];, 

[Path FROMcirc ([i COMPOSE QUARTETS])])] 

These have the expected inference patterns for GO TO and GO 
FROM, given the definition of circumstantial location: (10.25a) as­
serts that at the beginning of the event Ludwig was not composing 
quartets and at the end he was; (10.25b) asserts the opposite-just 
what we want for "start" and "stop." 

The missing circumstantial function is BE, and obligingly, "be" ap­
pears in a parallel construction: 

(10.26) Ludwig is composing quartets. 
[state BEcirc ([LUDWIG];, 

[Ptace ATcirc ([i COMPOSE QUARTETS])])] 

"Be" in (10.26) is of course the progressive aspect, which is ordinarily 
analyzed as an auxiliary rather than a main verb. On the other hand, 
on the strength of various syntactic parallelisms with "start," "stop," 
and "keep," Emonds (1976) argues that progressive "be" is indeed a 
main verb. Woisetschlaeger (1976) argues that there are two distinct 
senses of progressive aspect, only one of which patterns with "start," 
"stop," and "keep"; he treats this sense as a main verb and the other 
as an auxiliary. Without going into the details of these arguments, we 
may note that they support the semantic analysis of (10.26). 
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Let us look briefly at what the conceptual structure in (10.26) says: 
a situation obtains in which Ludwig is in the midst of an event of 
composing quartets. In effect, BEcirc takes a snapshot of a state in the 
middle of an event. This explains why progressive aspect (in this 
reading) is characteristic of event and not state sentences: it makes 
sense to freeze events in mid-course, but since states already pertain 
to a point in time, there is no mid-course to freeze. 

A selection of causatives with circumstantial functions appears in 
(10.27). ((10.23b) is another example.) 

(10.27) a. Sue forced/pressured/tricked/talked Jim into singing. 
Sue got/forced/caused/coerced Jim to sing. 
[CAUSE ([SUE], [GOcirc (UIM];, [TOcirc ([i SING])])])] 

b. Sue kept/restrained/prevented Jim from singing. 
[CA USE ([SUE], [ST A y Circ (UIM];, 

[NOT AT circ ([i SING])])])] 

c. Sue allowed/permitted Jim to sing. 
[LET ([SUE], [GOcirc (UIM];, [TOcirc ([i SING])])])] 

d. Sue released Jim from singing. 
[LET ([SUE], [GOcirc (UIM];, [FROMcirc ([i SING])])])] 

e. Sue exempted Jim from singing. 
[LET ([SUE], [ST A Y circ (UIM];, 

[NOT AT circ ([i SING])])])] 

The only novel part of these representations is the representation of 
"from" in (10.27b,e) as NOT AT. This is parallel to the spatial sense 
found in "stay away from x" (i.e., "someplace other than at x"), so it is 
independently motivated . (However, it treats this sense of "from" as 
unrelated to the source-function expressed by "from," which is 
doubtless a mistake. For the sake of brevity, I leave the issue unex­
plored here.) 

The familiar inference patterns for CAUSE, LET, GO, and ST A Y 
appear here as usual. In (10.27a), Sue's action results in Jim's coming 
to sing (note the use of spatial "come to" here in a circumstantial 
sense). In (10.27b), Sue's action results in Jim's continuing not to sing. 
In (10.27c), Sue could have prevented Jim from singing, but she 
didn't, so Jim probably sang. In (10.27d), Sue was forcing Jim to sing, 
and now allowed him to stop; in (10.27e), Sue could have forced Jim 
to sing, but chose not to. In these last two, Jim ends up probably not 
singing.5 
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So far, all the circumstantial expressions we have examined have 
the reference [EVENT] as an argument of AT, TO, or FROM. From 
a strictly logical point of view this is all there should be: either one is 
involved in an event or one is not. But evidently the projected world 
has more to talk about than strict logic. Consider (10.28). 

{

(nowhere) close to} 
a. You are (not) far from finishing this book. 

on the verge of 

(10.28) 

b {
on the way to } fi . h . h. b k . You are . 

1 
ms mg t 1s oo . 

gettmg c ose to 

These expressions, obviously spatially inspired, show that there is a 
notion of circumstantial distance. This is a nonmetricizable sort of 
distance, to be sure; but, like scales of distance with nonmetricizable 
adjectives, it is still well-defined in a relative sense. Roughly, one is 
closer to a reference event if there are fewer independent steps re­
quired to bring the event about, if there are fewer places left where 
matters can slip up and foil one's plans. One is traversing a cir­
cumstantial path to a reference event if one is carrying out prelimi­
nary steps toward the bringing about of the event. (Note again the 
inevitability of spatial language in describing this, as for example in 
"steps toward ... ") 

One can traverse part of a circumstantial path without reaching the 
reference event, as in "Gustav got close to finishing his symphony, but 
didn't succeed." This is entirely parallel to the spatial "Gustav got 
close to the house, but didn't make it all the way there." This provides 
an explication of the verbs "manage" and "succeed." From a logical 
point of view these verbs are pleonastic: ( 10.29a) always has the same 
truth value as (10.29b), and its negation (10.29c) always has the same 
truth value as (10.29d). 

(10.29) a. S {succeeded in finishing the book.} 
am managed to finish the book. 

b. Sam finished the book. 

S d
.d , {succeed in finishing the book.} c. am 1 n t . 

manage to fimsh the book. 

d. Sam didn't finish the book. 

Why do these verbs exist, if they do not alter truth values? The reason 
is that they express traversal of a circumstantial path to the reference 
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event, hence allude to the presence of circumstantial obstacles that 
were surmounted along the way. 

Circumstantial paths crop up in another class of verbs, studied by 
Cornu (1980) . Compare the verbs in (10.27a) with those in (10.30). 

(10.30) Sue urged/encouraged/pressured Jim to sing. 

In (10.30), Jim's singing is not a logical inference as it was in (10.27a). 
It is, however, an invited inference that can be canceled by "but he 
didn't do it." The difference between ( 10.27a) and ( 10.30) is precisely 
that between spatial GO TO and GO TOWARD: the former logically 
implies the reaching of the reference object, but with the latter, the 
reaching of the reference object is only an invited inference, easily 
canceled. Going toward means getting closer, without necessarily 
guaranteeing achievement: Thus (10.31) appears to be altogether 
appropriate to represent (10.30). 

(10.31) [CAUSE ([SUE], [GOc;rc ([JIM];, 
[TOWARDc;rc ([i SING])])])] 

This analysis is especially appealing in light of the lexical doublet 
"pressure NP into," in the class (10.27a), and "pressure NP to," in the 
class (10.30); one would like to minimize the semantic differences 
between them. 

Analyzing (10.30) as (10.31) opens a fascinating range of verbs to 
analysis. "Discourage" is obviously CAUSE TO GOc;rc AWAY­
FROMcirc, the opposite of "encourage." "Intend" is quite possibly 
ORIENT Circ TOWARDcirc, as suggested by its synonym "aim." This 
leads to analyses of "persuade," "convince," and "dissuade" as causa­
tives of ORIENT Circ• Enterprising readers can no doubt extend the 
list. 

Finally, consider a pseudospace so degenerate that it has only a 
single reference location: the existential field. 

( 10.32) Existential field: 
a. [THINGS] and [ST ATES] can serve as theme. 
b . There is one reference region, called [EX], expressed 

by "existence." 

This gives us expressions like "be in existence," "be out of existence," 
"come into existence," "go out of existence," "stay in existence," 
"bring into existence," and "keep in existence" as obvious realizations 
of the fundamental state- and event-functions. Moreover, "exist," 
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"persist," "create," and "destroy" can be seen as lexicalizations of "be 
in existence," "stay in existence," "cause to come into existence," and 
"cause to go out of existence," respectively. Even in this maximally 
limited field, the use of spatial language seems inevitable. 

10.3 Linguistic Justification 

We have demonstrated the application of the Thematic Relations 
Hypothesis to five fields of English verbs. While this is not insig­
nificant, it can hardly be considered exhaustive justification of the 
hypothesis, which is supposed to apply to all fields in all languages. 
Let us therefore consider some issues of justification, first internal to 
English and then from the point of view of language universals. 

Some fields of verbs that we have not analyzed seem to fit fairly 
clearly into the TRH. For example, verbs of saying and telling treat 
the information conveyed as theme, the speaker as source, and the 
hearer as goal. Some of these are analyzed in Gruber (1965), Ander­
son (1971), and Miller and Johnson-Laird (1976). Jackendoff (1979) 
analyzes expressions of temperature in terms of the TRH and proves 
this analysis superior to Montague's (1973) and Hacking's (1975) 
treatments. Jackendoff (1977b) suggests an analysis of logical predi­
cates such as "necessary" and "possible" in terms of nontemporal 
causation. Finally; perception verbs, like "see," if analyzed along the 
lines suggested in section 8.6, fall under the TRH. 

On the other hand, there are fairly common verbs, such as "use," 
"try," "like," "want," and "need," that have no obvious thematic anal­
ysis. In particular, "want" and "need" pattern syntactically much like 
"keep," appearing in many semantic fields: 

(10.33) a. Spatial: 
Bill kept the book on the shelf. 
Bill wants the book on the shelf. 
We need you in here. 

b. Possessive: 
Bill kept the book. 
Bill wants the book. 
Bill needs the book. 
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c. Identificational: 
Bill kept Harry angry. 
Bill wants Harry upset. 
Bill needs his steak well-done. 

d. Circumstantial: 
Bill kept Harry working. 
Bill wants Harry working/to work. 
Bill needs Harry working/to work. 

This suggests that "want" and "need" express rather general func­
tions that have not played a role in our analysis, possibly acting as 
alternatives to CAUSE and LET in well-formedness rule (9.35). 
Similarly, it is not implausible that there are other functions we have 
missed. The important thing is that there should be a rather small set 
of state- and event-functions and a rather small set of place- and 
path-functions involved in the description of any semantic field of 
events and states, among which are the fundamental functions GO, 
STAY, and BE. 

Suppose that in examining other languages, we failed to find the 
sort of lexical generalizations that we have used in English to support 
the TRH. A number of different cases arise. First, we should of 
course not expect the very same lexical items to generalize across 
fields as in English; the essential arbitrariness of the sound-sense re­
lation makes this highly unlikely. Rather, the TRH predicts that there 
will be some tendency toward cross-field lexical generalization, gov­
erned along thematic lines, and that this tendency will create patterns 
that stand out against the patchwork character of the lexicon. 

What would count as evidence from another language against the 
TRH would be a set of lexical generalizations that cut across the grain 
of the thematic generalizations in English. For instance, the verb 
"keep" in English expresses ST A Y or its causative in every field we 
have examined. Suppose that in this other language, each use of 
"keep" translated into a different lexical item; and that the transla­
tion of "keepPoss" also meant "travel" (GO), the translation of 
"keep1ctent" also meant "reside" (BE), and the translation of "keepcirc" 
also meant "want" (WANT). If these exemplified a typical situation, 
then the lexical patterns of this language would be entirely at odds 
with the thematic analysis of English. I would consider such a lan­
guage reason to question the universal validity of the TRH; but I also 
tend to doubt that such a language exists. 
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Another way in which languages might be found to differ is in their 
choice of semantic fields. For example, English normally ascribes a 
property to a thing by making the thing theme and the property lo­
cation. However, there are marginal patterns such as "Darkness de­
scended on us," "Redness suffused his face," and "Old age overtook 
him," in which the property is theme and the thing serves as location. 
Similarly, the circumstantial field defines the person as moving to the 
reference event; but there are expressions like "My car broke down 
on me" and "A funny thing happened to me," in which the event is 
conceived of as coming to the person (see J ackendoff ( 1976, section 
6.1)). Now it could be that some other language reverses the primacy 
of these two possible ways of expressing ascription and circumstance, 
so that expressions like (10.34a) would be literal translations of the 
normal way of saying (10.34b). 

(10.34) a. Staleness came to the bread. 
The tallness in Bill exceeds the tallness in Harry. 
Sue kept anger in Bill. 
Singing began in Bill. 
Working stayed with Bill. 
Sue forced singing onto Bill. 

b. The bread got stale. 
Bill is taller than Harry. 
Sue kept Bill angry. 
Bill began singing. 
Bill kept working. 
Sue forced Bill to sing. 

While such a language might seem picturesque to English speakers, 
and while it might be quite difficult to translate consistently into 
idiomatic English, it would nevertheless conform to the TRH-just 
in a different way than English. 

I do not know whether there are such languages as this. If there 
are, they show the extent to which conceptualization is malleable and 
therefore subject to cultural influence. If there are not, this is evi­
dence for substantive constraints on conceptual structure beyond 
those imposed by the TRH. In general, I would expect more vari­
ability in cognitively more peripheral fields. 

In addition to lexical generalization, there is another sort of lin­
guistic evidence for the Thematic Relations Hypothesis: the useful-
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ness of thematic relations for explaining grammatical phenomena 
that lack a structural basis. I will mention three examples. (Anderson 
(1977) mentions further possibilities.) First, Postal (1971) enumerates 
a number of cases in which reflexive pronouns should apparently be 
acceptable on structural grounds, but are not. (I 0.35) presents two 
minimal pairs. 

(10.35) a. John is angry at himself. 
John regards himself as stupid. 

b. ?John is pleasing to himself. 
?John strikes himself as stupid. 

These have the same syntactic structure, yet only (10.35) is fully ac­
ceptable (stress on "himself" in (10.35b) improves matters somewhat). 
They differ in thematic structure, though. In (10.35a) the person 
holding the opinion is subject, and the person of whom the opinion is 
held is postverbal; in (10.35b) the opposite matching obtains.Jacken­
doff (1972, chapter 4) argues therefore that the structural conditions 
of reflexivization must be supplemented by a condition on the rela­
tion between the thematic role of the reflexive pronoun and that of 
its antecedent, and shows that this condition can be formulated to 
deal with all of Postal's cases. Ruwet ( 1972) reinforces this analysis 
with parallel evidence from French. 6 

A second such phenomenon, discussed in Jackendoff (1974), con­
cerns sentences like (10.36a-d). 

(10.36) a. John gave Bill orders to leave. 
b. John got from Bill orders to leave. 
c. John gave Bill a promise to leave. 
d. John got from Bill a promise to leave. 

There is no significant syntactic difference among these four sen­
tences; but in (10.36a,d) Bill is understood as the person who is to 
leave, while in (10.36b,c) that person is John. This difference is ap­
parently due to the thematic relations imposed by "give," "get," 
"order," and "promise." The one who receives an order is the one 
who carries it out: in (10.36a) it is "Bill," while in (10.36b) it is "John." 
By contrast, the person who gi,ves a promise is the one who carries it 
out, for the benefit of the receiver of the promise: Hence, in (10.36c) 
"John" is the person who leaves, and in (10.36d) it is "Bill." Jacken­
doff (1974) works out a number of cases like this, showing how the 
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understood subject of the infinitive depends on the thematic rela­
tions of both the main verb and the noun that governs the infinitive . 7 

Finally, for fans of quantification, here is a little-known puzzle from 
Gruber (1965) . 

(10.37) a. Every oak grew out of an acorn. 
b. Every acorn grew into an oak. 
c. An oak grew out of every acorn. 
d. * An acorn grew into every oak. 

(10.38) a. Bill carved every clown out of a piece of wood. 
b. Bill carved every piece of wood into a clown. 
c. Bill carved a clown out of every piece of wood. 
d. *Bill carved a piece of wood into every clown. 

Grammaticality in these sentences depends in part on the indefinite 
NP being included within the scope of the quantifier. Apparently, if 
the indefinite NP follows the quantifier, it can be within its scope, 
whatever the semantic relations. If the indefinite NP precedes the 
quantifier, though, thematic relations somehow come into play: when 
the quantified NP is source, as in the (c) cases, quantification is ac­
ceptable; but when the quantified NP is goal, as in the (d) cases, 
quantification is not possible . Thus appropriate scope of quantifica­
tion can be achieved only if either the syntactic condition of ordering 
or the semantic condition on source-goal relations is satisfied. 

I know of no treatment of this problem in the literature . It shows 
very dramatically that scope of quantification cannot be determined 
on syntactic grounds alone, but must depend in part on thematic 
structure. What seems to be crucial in the semantic structure of these 
examples is that, because of the particular verbs used in these sen­
tences, source-goal relations correspond to temporally dependent 
ascriptions of identity; first the objects in question were acorns and 
pieces of wood, then they became oaks and clowns . How this plays a 
principled role in quantification, however, is a mystery. (I am grateful 
to Edwin Williams for some help in laying out this problem.) 

We have seen, therefore, that thematic structure is motivated not 
only on grounds of lexical generalization, but also by its contribution 
to linguistic phenomena loosely grouped under the rubric of "bind­
ing and control," an area. of great significance in current syntactic 
theory. It strikes me that this semantic contribution has been largely 
overlooked .. How seriously it affects the formulation of current the­
ories remains to be seen. 
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10.4 Significance for Semantics 

The theory of thematic relations provides a plethora of arguments 
that undermine the putative autonomy of semantics (the theory of 
logical inference) from pragmatics (the theory of invited inference, 
relation to discourse, and relation to the world). Thus the material 
developed in this chapter supports the claim of chapter 6 that these­
mantics-pragmatics distinction is artificial and should be abandoned. 

Perhaps the simplest evidence concerns the behavior of TO and 
TOWARD. Every time TO appears as a path-function, there is a log­
ical inference that the goal is attained. On the other hand, when 
TOWARD appears as a path-function, the attainment of the goal is 
only an invited inference, which can be canceled by a following clause 
introduced by "but." This difference underlies contrasts in a variety 
of semantic fields, as reviewed in (10.39). 

(10.39) a. Max went to the store. (TO) 
Max went toward the store (but didn't reach it). 
(TOWARD) 

b. The balloon got large. (TO) 
The balloon got larger (but still wasn't very big). 
(TOWARD) 

c. Sue pressured Jim into singing. (TO) 
Sue pressured Jim to sing (but he still refused). 
(TOWARD) 

Traditional autonomous semantics claims responsibility for the infer­
ences of the TO examples but not the TOWARD examples. But why 
should there be separate components, operating according to sepa­
rate principles, for dealing with examples as grammatically and 
semantically close as these pairs? More likely, given this kind of evi­
dence, is that there is a unified system of principles of inference, 
some of which produce logical inferences and some invited infer­
ences-that is, "semantic" principles are thoroughly interwoven with 
"pragmatic" ones and apply to the same level of representation. 

There is a more fundamental objection. Without notions of 
[PATH], [PLACE], [EVENT], and so forth, and without a notation 
that treats ontological categories as formally parallel, we could not 
even state thematic analyses, much less draw out the similarities 
among fields by using different ontological categories for theme and 
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for reference object. Thus the theory of thematic relations depends 
crucially on the enriched ontology and the notational innovations 
developed in chapters 3 and 4. However, as argued there, these 
proposals are antithetical to one of the most basic assumptions of tra­
ditional semantics, namely, that a principal goal of semantics is dis­
covering how to determine the truth-value and reference of linguistic 
expressions vis-a-vis the real world. In other words, the theory of 
thematic relations cannot be regarded as an interesting gadget to be 
added as an improvement to truth-functional semantics. The two are 
profoundly incompatible. 

10.5 Significance for Cognition 

Chapter 6 also argued that semantic structure is the same level of 
representation as conceptual structure. Therefore, any theory of the 
semantic structure of language is ipso facto a theory of the structure 
of thought. Seen in this light, the Thematic Relations Hypothesis is a 
claim that all [EVENTS] and [ST A TES] in conceptual structure are 
organized according to a very limited set of principles, drawn pri­
marily from the conceptualization of space. What are we to make of 
this claim from the point of view of the theory of cognition? 

A facile response, one that I have often encountered in discussion, 
is to say that the theory of thematic relations reveals widespread sys­
tems of metaphor in our language and thought. But I think this de­
bases both the theory of thematic relations and the concept of 
metaphor, for, unlike metaphor, thematic parallels are not used for 
artistic or picturesque effect. Rather, thematic structure is the only 
means available to organize a semantic field of events and states 
coherently-it is an indispensable element of everyday thought. 
Moreover, the most remarkable aspect of metaphor is its variety, the 
possibility of using practically any semantic field as a metaphor for 
any other. By contrast, thematic relations disclose the same analogy 
over and over again: time is location, being possessed is a location, 
properties are locations, events are locations. That is, the theory of 
thematic relations claims not just that some fields are structured in 
terms of other fields, but that all fields have essentially the same 
structure. This structure is cognitively induced: one could not decide 
to abandon thematic structure for some other organization. It defines 
the terms in which any kind of discourse, literal or metaphorical, 
must be framed. 
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I am inclined to think of thematic structure not as spatial metaphor 
but as an abstract organization that can be applied with suitable 
specialization to any field. If there is any primacy to the spatial field, it 
is because this field is so strongly supported by nonlinguistic cogni­
tion; it is the common ground for the essential faculties of vision, 
touch, and action. From an evolutionary perspective, spatial organi­
zation had to exist long before language. One can imagine the devel­
opment of thematic structure in less concrete fields as a consequence 
of evolutionary conservatism in cognition- the adaptation of exist­
ing structure to new purposes rather than the development of en­
tirely novel mechanisms. 

From the point of view of conceptual development in the indi­
vidual organism, of course, evolutionary considerations are beside 
the point. But at this level, it can be claimed that thematic structure is 
an innate organization with which the organism structures its experi­
ence. At most, the developing organism must learn the definition of 
location in a particular field in order to be able to develop a full range 
of event- and state-concepts in that field. This may be what happens 
in the more abstract fields such as the temporal and the circumstan­
tial: a child may be able to acquire an abstract field on the basis of 
figuring out the meaning of a few words that have spatial parallels. 
On the other hand, some fields may be given innately and thus do not 
have to be learned; this seems more likely of the possessive and 
identificational fields, which appear early in the child's repertoire . 

Whatever the resolution of these high-level issues, the material 
developed in these last two chapters has important consequences for 
the methodology of cognitive psychology. We have been able to show 
that detailed examination of lexical and grammatical patterns of 
natural language leads to highly structured hypotheses about the 
structure of thought. In the spatial field, we potentially have an inde­
pendent source of confirmation for these hypotheses, since the visual 
system must interact with the lingu_istic faculty at this level of repre­
sentation. On the other hand, the degree of detail in the language­
derived theory is far beyond our present understanding of visual 
cognition, so for the moment the linguistic evidence provides a 
source of hypotheses for research in vision, perhaps satisfying the 
sort of need expressed by Marr (1982, 313) with respect to his 3D 
model representation. Moreover, we have no nonlinguistic source of 
evidence for the nonsensory fields, so crucial to the theory of mem­
ory and reasoning. Thus, while in the earlier part of this book we 
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used the Cognitive Constraint to marshal nonlinguistic evidence for 
the theory of semantics, we have now succeeded in turning the Con­
straint on its head and using linguistic evidence to develop theories of 
cognition. I take this as the most important advance of the present 
work, for it integrates linguistic theory and methodology fully into 
the fabric of cognitive psychology. 



Chapter 11 

Theory of 
# Representation# 

This chapter develops another case study in the application of the 
present theory to semantic description, this time in a much more 
well-trodden area. I will show that the Grammatical Constraint and 
the Cognitive Constraint motivate a solution significantly different 
from and more revealing than standard approaches.1 

11.1 Problems with Belief-Contexts 

A puzzle of long standing for philosophers and linguists alike has 
been the semantics of subordinate clauses following verbs like "be­
lieve," "think," and "imagine." Here are some of the problems these 
constructions present. 

First, the substitution of equals for equals, which normally pre­
serves truth value, does not in belief-contexts. Why is the syllogism in 
(11.1) invalid? 

(11.1) a. Ralph thinks that the number of planets is seven. 
b. The number of planets is nine. 
c. Therefore, Ralph thinks that seven is nine. 

Second, existential generalization into belief-contexts is invalid. 
Though one can make an inference from "A man walked in" to 
"There is a man such that he walked in," one cannot go from "Ralph 
believes that a man walked in" to "There is a man such that Ralph 
believes that he walked in." 

Third, certain sentences such as (11.2) that are contradictory in 
isolation are sensical and in fact ambiguous as complements of "be­
lieve," as shown in (11.3). 
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(11.2) a. Your dead uncle is alive. 
b. Susan isn't as old as she is. (where "she" = "Susan") 

(11.3) a. Ralph believes that your dead uncle is alive. 
b. Ralph believes that Susan isn't as old as she is. (where "she" 

= "Susan") 

On one reading of (11.3), a mistaken belief is attributed to Ralph; on 
the other reading, a contradictory belief. (In (11.3a), the contradic­
tory belief might be reconciled as a belief in reincarnation.) 

Fourth, the substitution of coreferential terms into belief-contexts 
reveals an ambiguity pointed out by Russell (1905), which is related to 
that in (11.3). A standard example is due to Quine (1956). The back­
ground story is that Ralph believes a certain person he has seen 
lurking on the beach to be a spy. Though Ralph is not aware of it, this 
person happens to be Ortcutt. Relative to these assumptions, one 
reading of (11.4a) is true and one false. The false reading results 
from illegitimately substituting "Ortcutt" into (11 .4b) for the coref­
erential phrase "the person he (Ralph) saw on the beach." 

(11.4) a. Ralph believes that Ortcutt is a spy. 
b. Ralph believes that the person he saw on the beach is a spy. 

The false reading of ( 11.4a), in which substitution is illegitimate, is 
termed by Russell a secondary occurrence of "Ortcutt," and by Quine an 
opaque reading (it is "opaque" to substitution). The true reading of 
( 11.4a) is termed by Russell a primary occurrence of "Ortcutt," and by 
Quine a transparent reading. 

Intuitively, what lies behind these apparent anomalies is the arbi­
trariness of belief. One may maintain false beliefs, and (as Mates 
( 1950) points out) if one is demented ( or not logically sophisticated) 
enough, one may even maintain contradictory beliefs. Hence, the 
description of someone's incorrect beliefs should not necessarily be 
subject to normal laws of logic such as substitution of equals for 
equals and existential generalization. 

However, this intuition about belief-sentences does not alone ac­
count for the ambiguities in (11.3) - ( 11.4). For this we need a further 
observation, which I will state in preliminary form as the Opacity 
Principle. 
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Opacity Principle 
Suppose that a person P holds a belief B about some entity E. 
In describing B, a speaker may describe E either 

a. in terms of P's internal representation of E (opaque 
description), or 

b. in terms of a representation that adequately identifies E for the 
speaker and hearer, though not necessarily for P (transparent 
description). 

If "your dead uncle" in ( 11.3a) is understood as an opaque descrip­
tion, then Ralph is taken to subscribe to this description, and he must 
therefore hold a contradictory belief. On the other hand, if "your 
dead uncle" is read as a transparent description, then Ralph is taken 
to believe that some entity E is dead, and "your dead uncle" is a de­
scription that identifies E for the speaker and hearer, though proba­
bly not for Ralph; this is therefore the "mistaken" reading of (11.3a). 
Similarly, if "not as old as she is" in ( 11.3b) is read as an opaque de­
scription, then Ralph is taken to ascribe to Susan a contradictory 
property. If it is read as a transparent description, then Ralph is taken 
to ascribe to Susan a property that can be identified by the speaker 
and hearer, but not Ralph, as "not as old as she is"; Ralph is mistaken 
about Susan's age. The opaque description in (11.4a), in which Ralph 
ascribes spy hood to someone whom he would describe as "Ortcutt," is 
false relative to the background assumptions; the transparent de­
scription, in which Ralph ascribes spyhood to someone whom the 
speaker and the hearer can identify by the description "Ortcutt," is 
true. 

It is important to observe the different status of these two observa­
tions about belief-contexts. The arbitrariness of belief, which permits 
the suspension of logical principles, is an intuition about beliefs them­
selves. The Opacity Principle, which leads to transparent-opaque 
ambiguities, is a principle about the description of beliefs; it is a fact 
about language. The choice of opaque or transparent description has 
no grammatical reflection in English; it is a pragmatic matter for the 
hearer to decide which interpretation the speaker intends. However, 
Keenan and Ebert (1973) report that Malagasy (the language of 
Madagascar) has a special grammatical morpheme to distinguish 
transparent readings, and that Fering (a North Frisian dialect) has 
one that distinguishes opaque readings. This supports the claim that 
semantic structure must mark the difference between them. 
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11.2 The Scope Theory 

The problem in accounting for belief-contexts is in reconciling ar­
bitrariness of belief with the Opacity Principle . Suppose that one tries 
to account for the arbitrariness of belief by semantically sealing off 
the belief-context from logical inference. This is the approach of 
Carnap (1956), for example, who translates "John believes that the 
earth is round" as "John has the relation B to 'the earth is round' as a 
sentence in English" (pp. 230 - 232). But then, as Quine (1956) points 
out, this theory permits only opaque descriptions; we are never enti­
tled to infer that there is something that John has a belief about. A 
more adequate theory must permit semantic connections between 
the content of a belief and the rest of the sentence. 

Most approaches to belief-contexts embody these connections in 
what might be called a scope theory. The formal principle behind a 
scope theory is that material to be understood opaquely appears in 
semantic structure within the belief-context, but material to be un­
derstood transparently appears outside the belief-context and binds a 
variable within it. Versions of the scope theory appear in Russell 
(1905), Quine (1956), Kaplan (1969), Montague (1973), Bach (1968), 
McCawley (1971), Postal (1974), and Dresher (1977), to mention only 
a few. The respects in which they differ, though considerable, are 
immaterial for present concerns; a simplified version of Russell's 
proposal will do for now. (11.5) presents the logical expressions cor­
responding to (11.3) and (11.4a). The expressions prefixed with T 
are transparent readings; those prefixed with Oare opaque readings. 
Both readings produce egregious violations of the Grammatical 
Constraint. 

(11.5) a. T: 3x((x = your dead uncle) and (Ralph believes that (xis 
alive))) 

0: Ralph believes that (3x((x = your dead uncle) and (xis 
alive))) 

b. T: 3x((Susan is x old) and (Ralph believes that (Susan isn't 
x old))) 

0: Ralph believes that ( 3x((Susan is x old) and (Susan isn't 
x old))) 

c. T: 3x((x = Ortcutt) and (Ralph believes that (x is a spy))) 
0: Ralph believes that (3x((x = Ortcutt) and (xis a spy))) 
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The scope theory as usually stated suffers from the technical de­
ficiencies of standard quantificational notation discussed in section 
4.1. For instance, the examples that normally appear in discussions of 
opacity involve an ambiguity in the reading of an NP, where the 
mechanism of variable-binding is quite at home. In the case of com­
parative sentences such as (11.36), though, the phrase bound by the 
quantifier is syntactically a degree phrase, which is not normally 
treated as a bindable position. Thus, instead of (11.56), which already 
does violence to the syntax of the sentence it is supposed to express, 
one often sees a treatment like ( 11.6), an even worse violation of the 
Grammatical Constraint. 

(11.6) :lx((x = the degree to which Susan is old) and (Ralph believes 
that (Susan is not old to degree x))) 

Still worse is a case that has consistently been overlooked: the entire 
complement of "believe" may be read transparently, particularly if 
the main clause contains some modifier such as "in effect" or "in 
essence." For instance, suppose that Ralph is learning traditional 
chemistry but has never heard of atomic physics. Relative to these 
assumptions, the opaque reading of ( 11. 76) may be true and that of 
(11.7a) (omitting "in effect") false. However, (11.76) and (11.7a) have 
the same truth value on their transparent readings. Thus (11.7a) may 
be false on the opaque reading and true on the transparent. 

(11.7) a. Ralph believes (in effect) that a carbon atom has two elec­
trons in the outer shell. 

b. Ralph believes that the element carbon has a valence of +2. 

We see, then, that (11.7) is analogous to (11.4), except that the terms 
that can be substituted on the transparent reading are entire com­
plement sentences, not just a constituent NP. 

Another such case is suggested by Partee (1973): 2 

(11.8) My dog thinks that Ortcutt is a burglar. 

There is no way in which we could ascribe this belief to my dog in the 
form in which it is couched. Thus the description of the belief must 
be totally transparent. 

In order to assimilate such examples to the scope theory, we must 
permit variables to stand for sentences as well as for NPs, so that 
(11.9) can formalize the readings of (11.7a) . 
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(11.9) a. T: :lx((x = a carbon atom has two electrons in its outer 
shell) and (Ralph believes in effect (x))) 

b. 0: Ralph believes ( 3x(x = a carbon atom has two electrons 
in its outer shell) and x) 

These examples provide additional evidence for the argument in 
section 4.1 that quantification over sentences is necessary in a stan­
dard logical syntax. Even with such an extension, though, it is hard to 
justify (11.9b) as the opaque reading of (11.7a): Ralph does not be­
lieve in the existence of the proposition, but in the proposition itself. 
(Quine's, Kaplan's, and Postal's analyses, which differ in some details 
from Russell's, fare no better with these examples.) 

Russell's version of the scope theory predicts that formal manipu­
lations like those in (11.5) can be performed on any subordinate 
clause, and claims that these formal manipulations alone are the 
source of the referential ambiguities of belief-contexts. In fact, how­
ever, the kind of ambiguity possible in embedded clauses depends 
heavily on the choice of verb or adjective that subcategorizes the 
clause. For example, a great number of predicates do not sensibly 
admit contradictions within their complements: 

(11. 10) ;i{It is odd that } {your dead uncle is alive. } 
a. · Ralph realizes that Susan is older than she is. 

;i{Ralph forced } {your dead uncle to be alive. } 
b. · It is useless for Susan to be older than she is. 

;iR I h . k . {your dead uncle alive. } 
c. · a p is eepmg Susan older than she is. 

( "R I h {your dead uncle as alive. }") 
compare to a p treats S Id h h . usan as o er t an s e 1s. 

In addition, of the verbs and adjectives in (11.10), only "realize" pro­
duces a transparent-opaque ambiguity; for instance, "Ralph realizes 
that Ortcutt is a spy" is ambiguous, but "Ralph forced Ortcutt to be a 
spy" is not. 

Postal (1974) points out that "prevent" permits a contradiction to 
be used sensically in its complement, as in "The storm prevented it 
from being hotter than it was." He therefore argues that its analysis 
should be parallel to that of (11.3). 3 But again there is no trans­
parent-opaque ambiguity; "Ralph prevented the cops from arresting 
Ortcutt" does not have a reading that depends on Ralph's calling the 
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person arrested "Ortcutt." Thus the referential phenomena in belief­
contexts are quite different from those in the complements of other 
verbs and adjectives, at odds with the homogeneous application of 
the scope theory. 

To make matters worse, there is a class of verbs that create a differ­
ent ambiguity in their subordinate clause .. 

(11.11) a. Ralph wants to catch a unicorn. 
b. Ralph is hunting for a unicorn. 

There may be a specific unicorn that Ralph wants to catch-say, the 
one that has been terrorizing the neighborhood lately and is known 
as The White Fury. Or Ralph may be satisfied with any old unicorn; 
he is out unicorn-hunting. These two readings are called specific and 
nonspecific readings, respectively. Such an ambiguity also surfaces in 
sentences about future time: "Ralph will bring a pretty girl to the 
party" may intend a particular girl; or it may be a prediction, based 
on Ralph's pretty-girl-bringing habits, that whomever he brings, she 
will be pretty. This ambiguity too has been treated by means of a 
scope theory, so that (11. lla), for example, receives the two rep­
resentations in ( 11.12). 

(11.12) a. 3x(Ralph wants (Ralph catch x)) 

b. Ralph wants (3x(Ralph catch x)) 

(specific) 
(nonspecific) 

However, as pointed out by Janet D. Fodor (1970), the specific­
nonspecific distinction is independent of the transparent-opaque 
distinction. (11.13) has four readings, not just two. 

(11.13) John wants a coat like Bill's. 

First consider the specific reading, where John has a particular coat 
in mind. He may describe his desire as "I want a coat like Bill's" 
(opaque description); or he may know nothing at all about Bill's coat, 
in which case "like Bill's" simply expresses the speaker's interpreta­
tion of John's desire (transparent description). In the nonspecific 
reading, where John is coat-hunting, the same opaque-transparent 
ambiguity obtains. However, the scope theory allows formally for 
only two readings; there is no room for another pair of quantifier 
positions. Fodor, to my knowledge the only author to have even no­
ticed this double ambiguity and the difficulty it raises for the scope 
theory, proposes an analysis of want-contexts in which two distinct 
quantifiers bind the ambiguous phrase at once, each accounting for a 
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different ambiguity. But then the same problem arises as with the 
quantification for belief-contexts: why does "believe" produce am­
biguities only with one of these quantifiers, future tense only with the 
other, and "want" with both? 

What becomes clear from all these differences among verbs is that 
the kind of ambiguity possible in a subordinate clause is not predict­
able on the basis of syntactic structure alone. Rather, the verb or ad­
jective that subcategorizes the clause must play a role in determining 
the semantics of the clause . Thus Russell's purely structural theory 
and its descendants (e.g., McCawley, Postal) must be rejected .4 

To make the structure of the problem clearer, consider verbs such 
as "imply" and "convince" that subcategorize two clauses at once . It 
turns out that the two may have different logical properties. A clause 
preceding "imply" does not permit a contradiction sensically, but a 
clause following "imply" does; neither clause permits a transparent­
opaque ambiguity. 5 For instance, (11.14a) is acceptable and unam­
biguous with respect to the interpretation of "Ortcutt is a spy." But 
( 11.14b) is unacceptable because "your dead uncle is alive" is con­
tradictory; it too has no ambiguity with respect to "Ortcutt is a spy." 
The clause after "convince" behaves like a standard belief-context, so 
that "Ortcutt is a spy" is ambiguous in ( 11 .14c) and "your dead uncle 
is alive" is acceptable and ambiguous in (11.14d). On the other hand, 
the clause preceding "convince" is factive, like the complement of 
"odd" in (11.1 0a): it neither accepts contradictions sensically (thus 
(11.14c) is unacceptable) nor creates transparent-opaque ambiguities 
(thus "Ortcutt is a spy" is not ambiguous in (ll.14d)). 

( 11.14) a. That Ortcutt is a spy implies that your dead uncle is alive. 
b. ?That your dead uncle is alive implies that Ortcutt is a spy. 
c. ?That your dead uncle is alive has convinced Ralph that 

Ortcutt is a spy. 
d . That Ortcutt is a spy has convinced Ralph that your dead 

uncle is alive. 

These examples show that the verb affects the semantics of its 
subordinate clauses not indiscriminately (e.g., by a simple feature 
[±opaque]), but in terms of the argument positions assigned to the 
clauses. 

The standard approach to the altered semantics of belief-contexts 
is due to Frege (1892), who proposes that "believe" stipulates for its 
subordinate clause (and its parts) a reference different from normal 
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reference. The problem then becomes: what choice of nonstandard 
reference will account for the apparent anomalies of belief-contexts? 

The ontologically most narrow version of Frege's approach is an 
inscriptional theory like that of Carnap ( 1956), who claims that a belief 
is a tendency to assent to a sentence. Hence the clause following "be­
lieve" can be taken to refer to itself, parallel to the reference of 
"Harry" in "We named him Harry." But this theory is subject to 
Quine's objection mentioned above, in that it seals off the belief­
context from any logical inference at all. In addition, Church ( 1950) 
points out that a description of a belief had better not be dependent 
on the language the believer speaks, since it is felicitous to say "Hel­
mut believes that snow is white" even if Helmut speaks only German 
and would never assent to an English sentence. 6 Thus the inscrip­
tional theory is decidedly unsatisfactory (even if hardly forgotten). 

Frege's own position is that the subordinate clause refers to its 
normal sense (or intension). This approach accounts for some of the 
restrictions on substitution into belief-contexts. According to Frege, 
what counts as a coreferential expression in a belief-context is some­
thing with the same sense; therefore only synonymous expressions 
are substitutable. This position unfortunately is open to Mates's 
(1950) objection, mentioned above: if the subject of the sentence 
lacks linguistic or logical insight, he may not recognize two expres­
sions as synonymous. Hence, on the opaque reading even substitu­
tion of synonymous expressions may not be legitimate. 

Quine ( 1956) goes along with Frege, though he grumbles about the 
obscurity of intensions and flirts with returning to an inscriptional 
theory like Carnap's. He and Kaplan (1969) are concerned with the 
problem of how a quantifier outside an intensional context binds a 
variable within it, and they propose different formal solutions. Mon­
tague (1973) also adopts the theory that "believe" creates an in­
tensional context; he rationalizes the (to him) suspicious notion of 
intension by treating it as the set of extensions in all possible worlds. 
But Partee ( 1978) and Bowers and Reichenbach (1979) essentially 
raise Mates's objection again with respect to Montague's notion of 
intension, concluding that the problems of incorporating someone 
else's perverted logic into semantic structure are severely damaging 
to possible worlds semantics. 7 

The rest of this chapter will show that Frege was correct in claiming 
that reference in belief-contexts is not ordinary reference, but that he 
was incorrect in identifying the abnormal reference with the ordinary 



Theory of #Representation# 221 

sense. To begin with, we must brush away ontological scruples. We 
must not be concerned with what belief is, i.e., with truth-conditions 
for belief in the real world. Indeed, as observed in section 2.3, there 
may be no coherent notion of (real-world) belief. Rather, we are 
concerned with what #belief# is- what structure a speaker projects 
on a person (or animal) in saying "He believes that such-and-such is 
the case." It could be any kind of abstract #entity#, and the range of 
possibilities must be determined empirically, without an overzealous 
use of Occam's razor in advance of serious investigation. 

I will show that #beliefs# are a species of #representation#, a class 
that also contains #pictures# and #sentences#. By examining #pic­
tures#, which unlike #beliefs# are open to observation, we will de­
velop the general properties of #representations#. Then, exploiting 
the grammatical parallels between the description of #pictures# and 
the description of #sentences# and #beliefs#, we will extend the 
theory of #representation# to include indirect discourse and belief­
contexts. 8 

11.3 Characters in # Pictures# 

Compare the senses of (11.15a) and (11.15b). 

(11.15) a. John put Mary in the garbage can. 
b. John put Mary in the picture. 

( 11.15a) is a normal sentence of spatial motion, with "Mary" as theme. 
But (11.15b) does not describe a physical motion of Mary's body; it 
describes John placing an image or representation of Mary in the 
picture he is creating. If (11.16) follows (11.15b) in discourse, it is 
ambiguous. 

(11.16) She looked terrible. 

On one reading, "she" refers to Mary, the person who is being drawn, 
painted, or photographed. On the other reading, "she" refers to the 
representation of Mary in the picture; the real Mary may not look 
terrible at all. In fact, "She hates the way she looks" offers the possi­
bility of one pronoun referring to each. 

This ambiguity in ( 11.16) shows that, as a result of the use of 
(11.15b), there come to be two distinct individuals in the discourse, 
both referred to by the word "Mary": Mary-in-the-real-world and 
Mary-in-the-picture. In the metalanguage, we will call these two in-



Applications 222 

dividuals #Real-Mary# and #Image-Mary#, respectively. Signifi­
cantly, ordinary language does not directly distinguish the two. 

What is the semantic factor that distinguishes ( 11.1 Sb) from 
( 11.1 Sa), leading to the reference to #Image-Mary#? Clearly the key 
is in the word "picture." A #picture# is an #object# which has two 
alternative analyses: as a #physical object# just like any other, or as a 
conglomeration of #images# which, like #Image-Mary#, are some­
how related to other #things# in the world. Let us call any #entity# 
with this dual analysis a "representational object"; among such objects 
are #pictures#, #statues#, #maps#, and #models#. 

The status of some #object# as a #picture# rather than as a mere 
#design# or #pattern# is purely intensional; it is an analysis im­
posed by the observer. After all, #Image-Mary# is physically just 
some paint on a canvas. To express the relation between #Image­
Mary# and #Real-Mary#, we will introduce the conceptual function 
REP, which maps conceptual structures for #things# into conceptual 
structures for their #images#. For example, if #Real-Mary# is pro­
jected by the conceptual structure [MARY], #Image-Mary# will be 
projected by [REP ([MARY])]. 

Let us investigate the relation between #Real-Mary# and #Image­
Mary#. Formally this amounts to exploring the internal structure of 
the function REP. A necessary condition of REP is that the #Image­
entity# be discriminable as an #entity# within the #representational 
object#; a nondiscriminable pattern or a pattern outside the frame of 
the #representational object# cannot serve as an #Image-entity#. In 
addition, there are two main preference rules on REP, each of which 
divides into various subconditions. 

The first preference rule is that the creator of the #picture# has 
stipulated the #entity# in question as an #Image-Mary#, by some 
such statement as "Let this [pointing] stand for Mary." There need be 
no resemblance at all between #Real-Mary# and #Image-Mary# for 
this principle of dubbing to apply. We see it in situations as diverse as a 
very young child's drawing of Mommy, the x's and o's in a football 
strategy diagram, and a hunter's notches on his rifle ("This notch is 
the grizzly bear I shot last year up in Liberty, Maine"). It is also a 
commonplace in charts and graphs that represent numerosity rather 
than identity: "Each oil barrel in the chart stands for 10 oil spills." We 
may have access to the creator's dubbing either first-hand, or through 
a chain of informants, or through an inscription associated with the 



Theory of #Representation# 223 

#representational object#, such as "(Portrait of) Thomas Jefferson," 
"(Map of) Liberty, Maine," or "(Plans for) Octagonal Post Office." 

The second preference rule is an elaboration of the idea that 
#Image-Mary# must somehow look like #Real-Mary#. As we have 
just seen, this is not a necessary condition, but in the absence of any 
information about how the #picture# was dubbed, resemblance is 
sufficient reason for a judgment. Moreover, interesting interactions 
take place when both conditions apply. In a picture of identical twins, 
we must rely on information from dubbing to tell us which is which. 
Or consider a case where the two conditions conflict: it would seem 
odd for someone to paint what he called a portrait of Eisenhower 
such that it looked like Churchill. We might call the figure either 
"Eisenhower" or "Churchill," but not without misgivings either way. 9 

Thus the two conditions of correspondence interact in characteristic 
preference rule fashion. 

To elaborate the preference rule of resemblance, we must invoke 
the notion of a set of correspondence rules, or a normative mapping, that 
applies to the #picture# to say how its #constituents# are to corre­
spond to #Real-entities#. The rules for traditional representational 
painting involve correspondence in shape, proportion, color, shad­
ing, and perspective, but not in actual three-dimensionality. How~ 
ever, these are not the only possible correspondence rules, and 
different choices create different media of representation. The rules for 
black-and-white photographs omit color; colors in false-color in­
frared photographs correspond in a different way than usual (vege­
tation shows as red, for instance). Line drawings omit shading; 
isometric blueprints eliminate perspective. In ancient Egyptian art, 
relative sizes of #Image-figures# corresponded not to #Real-size# 
but to #Real-social status#. #Image-distances# in different map 
projections correspond to #Real-distances# in different ways, and 
one must know which projection is intended in order to use a map 
correctly. In short, in order to judge whether an #entity in the pic­
ture# is an #Image-X#, one must know (or guess) what correspon­
dence rules are appropriate for the #picture# in question. 

There are at least four ways in which a medium of representation 
can fail to provide a complete mapping between every aspect of 
#Image-X# and #Real-X#. First, it may simply fail to specify certain 
aspects of the represented #Real-X#. For instance, an ordinary 
photograph tells us nothing about the condition of #Real-Mary's 
liver# or the price of her car. Second, the medium may resort to 
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dubbing for certain aspects of the representation-for instance, in 
the football diagram that represents the relative position of players 
geometrically (i.e., by rule), but represents the players only by x's and 
o's. Third, the "graininess" of the medium of representation may 
preclude correspondence down to the last detail: paintings don't de­
pict every #Real-hair# and maps don't usually depict every #Real­
house#. Finally, the correspondence rules themselves may sanction a 
further degree of graininess or fuzziness, so that exact tolerances are 
eliminated, as for example in impressionistic painting. 

These four factors plus accidental wear or defacement of the rep­
resentational object all can contribute to what Kaplan (1969) calls a 
lack of vividness in the image- a degree of indeterminacy in the cor­
respondence between #Image-X# and #Real-X#. Depending on 
our purpose, we may be able to tolerate a certain lack of vividness and 
still judge some #entity in the picture# to be an #Image-X#. For 
instance, a rough sketch map may suffice to pick out #Real­
landmarks# and get us to our friend's party. On the other hand, a 
much more vivid representation is necessary if we are surveying 
property lines. The way in which correspondence rules are applied is 
therefore in part task-dependent. 

As has already been intimated, the correspondence rules are not 
used only for judging a match between #entities in the picture# 
and #Real-entities#: they can also be used to project a stipulated 
#Image-X# into a hypothetical #Real-X#. This procedure is what 
enables us to make plans of buildings yet to be built and to use the 
plans to direct construction. It is also what enables us to place an 
#Image-unicorn# in an otherwise realistic #Image-scene# and 
thereby imagine what it would be like to have a #Real-unicorn# 
around. Thus the correspondence rules have the power to cut a· 
medium of representation loose from strict imaging of #reality#: 
within limits, the observer can impose a meaningful analysis on arbi­
trary #entities in the picture#. 

The arbitrariness of the #image#, however, leads to the possibility 
of an unfaithful #Image-X#, some of whose details do not corre­
spond to #Real-X# in the way they should. Unfaithfulness is differ­
ent from lack of vividness, in that details are not missing but actually 
discrepant. A #representation# may be unfaithful either by mistake 
(because of its creator's misperception) or by design (because of the 
creator's whim or artistic license). Despite the infidelity, the #pic­
ture# can often still be considered an #Image-X#, either because of 
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the artist's stipulation or simply because it is a good enough approxi­
mation to suit its purpose. (If the #picture# in question were used as 
a map or blueprint, such approximation might not be good enough.) 

To sum up, an #entity in a picture# can be judged an #Image-X# 
if (preferably) it has been so dubbed by its creator, or if (preferably), 
according to the correspondence rules appropriate for the #pic­
ture# in question, it is mapped with a sufficient degree of accuracy 
into #Real-X#, where "sufficient degree" is in part task-dependent. 
As a side effect of the correspondence rules, it is possible to mean­
ingfully depict nonexistent #Real-entities# ; thus #pictures# have 
much the same property of arbitrariness as #beliefs#. To push the 
analogy further, we now turn to sentences that describe #pictures#. 

11.4 The Description of #Pictures# 

First let us develop formal machinery to account for the reading of 
"John put Mary in the picture" (11.15b). To distinguish "picture" 
from "garbage can" in (11.15), we will introduce a feature REPRE­
SENTATIONAL, which will be present in the conceptual structure of 
words that denote #representational objects#. With this feature and 
the function REP, we can state the following rule: 

( 11.17) Representation Rule 
If a sentence S (or sequence of sentences) expresses or 
implies 

[BE ([X], [IN ([!EPRESENT ATIONAL}], 

optionally replace every occurrence of [X] in the 
interpretation of S by [REP ([X])]. 

(11.17) is part of the correspondence rule system; that is, it is one of 
the rules that construct interpretations from syntactic structures. The 
normal correspondence rules for thematic structure produce the 
readings (l l.18a,b) for (l l.15a,b), respectively. 

(11.18) a. [CAUSE ([JOHN], [GO ([MARY], 
[TO ([IN ([GARBAGE CAN])])])])] 

b. [CAUSE ([JOHN], [GO ([MARY], 

[
PICTURE ] 

[TO ([IN ( REPRESENTATIONAL )])])])] 
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Then (11.17) optionally converts (11.18b) into (11.19). 

(11.19) [CA USE ([JOHN], [GO ([REP ([MARY])], 

[
PICTURE ] 

[TO ([IN ( REPRESENTATIONAL )])])])] 

This is read as the creation ofan #Image-Mary#. (We will see shortly 
how it manages to refer to both #Image-Mary# and #Real-Mary#.) 

( 11.17) is stipulated as optional because, under certain pragmatic 
conditions such as those in (11.20), one can put a #Real-object# into 
an #Image-object#. 

(11.20) a. John put Mary in the sculpture. 
b . John put a scratch in the picture. 

(11.20a) can be read like either (11.15a) or (11.15b): John picked 
Mary up and put her among the statues, or he produced a statue of 
Mary. Similarly, (11.20b) can be read as John scratching the picture 
or as John painting a scratch. The former reading in each case results 
from not applying (11.17). (Notice that on this reading of (11.20a), 
"she looked terrible" following it is unambiguous: [REP ([MARY])] is 
not introduced in conceptual structure, so there is no #Image­
Mary# to refer to.) Thus the introduction of REP on any particular 
occasion of uttering (11.20a) or (11.20b) depends on the pragmatics 
of the situation. 

Another syntactic construction that introduces the function REP is 
(11.21). 

(11.21) In that picture, Mary is wearing a hat. 

The introductory PP in (11.21) is syntactically parallel to that of"In 
Ottawa, John wore long underwear"; it locates the entire situation 
expressed by the main clause. Thus rule ( 11.17) creates the concep­
tual structure [REP ([MARY IS WEARING A HAT])], which projects 
into #Image-Mary-wearing-a-hat#, an #Image-state#. 10 

Using this construction, we can create contrasts like the following. 

(11.22) a. Unicorns don't exist. 
b. Unicorns exist only in Ottawa. 
c. Unicorns exist only in pictures. 

(11.22b) contradicts (11.22a); but (11.22c) does not, since by virtue 
of rule (11.17), (11.22c) asserts only the existence of #Image­
unicorns#. 
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REP is introduced more directly in (11.23). 

(11.23) a. John has a picture of Mary. 
b. John drew Mary. 

"Picture," like all words for #representational objects#, occurs in the 
construction "picture of x." Its conceptual structure incorporates this 
possibility roughly as shown in (11.24). 

(ll.
24

) "picture(ofx)": [!:;~{sENTATIONAL] 
(CONTAINS [REP ([X])]) 

Similarly, the construction "x draw y" expresses roughly [CREATE 
([X], [REP ([Y])])]; the function REP is lexicalized with the verb. 
Given the right pragmatics, we can refer to either #Real-Mary# or 
#Image-Mary# after (11.23a) or (11.23b). 

As we have seen, an #Image-entity# receives a linguistic descrip­
tion that is appropriate for the #Real-entity# it represents, even if, as 
in the case of unicorns, the #Real-entity# is only hypothetical. In 
other words, the argument position of REP is an exception to our 
general condition that conceptual constituents are referential. As a 
result, existential generalization fails for this position; though there is 
an #Image-unicorn#, there need be no #Real-unicorn#. Moreover, 
its nonreferentiality makes this position immune to substitution of 
equals for equals,just like belief-contexts. Compare (11.25) to (11.1): 
the syllogisms are invalid in exactly the same way. 

(11.25) a. In that old diagram of the solar system, the number of 
planets is seven. 

b. The number of planets is nine. 
c. Therefore, in that old diagram of the solar system, seven 

is nine. 

Now consider some sentences that describe unfaithful #images#. 

(11.26) a. John incorrectly painted Mary with brown eyes. 
b. John painted Mary, who has blue eyes, with brown eyes. 
c. John painted the blue-eyed girl with brown eyes. 
d. In John's painting, the blue-eyed girl has brown eyes . 
e. In John's painting, Mary is taller than she (really) is. 

These examples, especially the last two, parallel the belief-sentences 
(l l.3a,b), in which an embedded clause is contradictory in isolation. 



Applications 228 

But the sentences are not contradictory. John has created some 
#Image-entity# x, which by virtue either of John's stipulation or of 
sufficient resemblance according to the correspondence rules rep­
resents some #Real-entity# y. On the sensical reading of (l l .26b,c,d), 
x has # Image-brown-eyes#, and y has #Real-blue-eyes#. 

Similarly, given the situation described in (l l.26b,c,d), the follow­
ing sentence has a true reading and a false reading. 

(11.27) John painted a blue-eyed girl. 

This parallels the two readings of (11.4a), "Ralph believes that Ort­
cutt is a spy." On the true reading, "a blue-eyed girl" is a description 
of the #Real-girl# depicted in the painting; this is like the transpar­
ent reading of ( 11.4a). On the other reading, "a blue-eyed girl" is 
taken as a description of what the correspondence rules map the 
#Image-entity# into, if taken literally; this reading, like the opaque 
reading of (11.4a), is false. Conversely, "John painted a brown-eyed 
girl" is false on the transparent reading and true on the opaque. 

We thus find in the description of #pictures# the same constella­
tion of puzzling characteristics that we found in the description of 
#beliefs#. We may state the principle behind the interpretation of 
(11.26) and (11.27) as follows: 

Opacity Principle (generalized) 
Suppose that a #representational object# P contains an 
#Image-entity# E. In describing P, a speaker may describe 
E either 

a. in terms of the correspondence rules' projection of E ( opaque 
description), or 

b. if there is a #Real-X# of which Eis an #Image-X#, in terms 
of the characteristics of #Real-X# (transparent description) . 

There is an important asymmetry between opaque and transparent 
description . Suppose that£ is described opaquely, but one of its parts 
that is mentioned in the description projects into a #Real-entity#. 
T hen this part presents the possibility of a transparent description 
that does not further involve characteristics of E. The result is a 
transparent description embedded as part of an opaque description. 
For example, consider "In that picture, my sister is riding a unicorn." 
Obviously the situation as a whole is described opaquely, since there 
are no #Real-people-riding-unicorns#. But the phrase "my sister" 
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must be taken as a transparent description of some constituent of the 
#Image-situation#, since #pictures# cannot depict kinship relations. 

By contrast, it is impossible to embed an opaque description as part 
of a transparent one. Once we choose to describe an #Image-entity# 
E in terms of the characteristics of the #Real-X# it represents, we 
have lost contact with the characteristics of the #picture# itself. On 
the other hand, having made contact with #reality#, all constituents 
of a transparent description are referential in the normal way. 

These considerations suggest the following formalization of the 
opaque-transparent distinction for #pictures# in conceptual struc­
ture. Suppose that all the material in the argument of REP is taken as 
opaque description, hence nonreferential, unless otherwise marked. 
Then let us introduce an operator TR, which, when applied to a con­
stituent of [REP ([X])], converts that constituent into a transparent 
description, in effect undoing the referential effects of REP. (11.28) 
then expresses the sensical reading of the main clause of (11.26d), in 
which the description of the girl is transparent, but the brown eyes 
and her relation to them are opaque. 

(11.28) [REP ([BEross ([BROWN EYES], 
[AT ([TR ([BLUE-EYED GIRL])])])])] 

Let us specify a little more clearly how TR works. In (11.28), the 
#Image-brown-eyes# are attributed to the #Image-girl# . There 
must therefore be a constituent that refers to the #Image-girl# ; this 
is [TR ([BLUE-EYED GIRL])]. At the same time, since the #Image­
girl# is described transparently, there must be a constituent that re­
fers to the #Real-girl#; this is [BLUE-EYED GIRL]. Hence there are 
two distinct conceptual constituents corresponding to the phrase "the 
blue-eyed girl" in (11.26d), both of them referential. This formalism 
thus provides a way to express the dual referentiality of "John put 
Mary in the picture," the initial observation that motivated this 
approach. 

In English, the application of TR to any constituent within REP is 
optional, resulting in a systematic ambiguity between opaque and 
transparent readings that must be resolved pragmatically. In lan­
guages that grammatically distinguish opaque from transparent read­
ings, the relevant grammatical morphemes will affect the placement 
of TR in conceptual structure. 

This formalization of the transparent-opaque distinction bears an 
interesting relation to the formalization of belief-contexts in terms of 
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quantifier scope. The material within REP that is not within TR cor­
responds to the material that the scope theory retains within the 
belief-context; the material within both REP and TR corresponds to 
the material that the scope theory exports outside the belief-context 
and binds to a variable within it. One might therefore think of TR as a 
sort of "inside-out" quantifier.11 

The scope theory and the REP-TR formalization will be more di­
rectly comparable after we extend the theory of #pictures# to the 
treatment of #beliefs#, to which we now turn. 

11.5 Treatment of Indirect Discourse and Belief-Contexts 

We will reach #beliefs# via an intermediate topic, the treatment of 
indirect discourse, which has a philosophical history similar to that of 
belief-contexts. Suppose that we consider #sentences# and #sto­
ries# as a kind of #representational object# in an auditory medium 
of representation (written language is best considered as a visual 
representation of spoken language). The Grammatical Constraint 
strongly supports such a hypothesis, for the grammatical paradigms 
describing verbal representation are practically identical to those for 
pictorial representation. Compare ( 11.29) with ( 11.15)-( 11.16) . 

(11.29) a. John put Mary in his story. 
b. She was indignant. 

"She" in (11.29b) is ambiguous between #Real-Mary# and #Mary­
in-the-story#. Hence we must consider the noise #"Mary"#, occur­
ring in the #story#, as an #Image-Mary#. The conceptual structure 
that permits this noise to be perceived as a #word# rather than just a 
#sound# must include the information [REP ([MARY])] . (This con­
ceptual structure is of course the lexical entry for the word "Mary.") 
It goes without saying that a #word#, like a #picture#, is an inten­
sional #object#; it acquires its value as representation only by virtue 
of its human users. Just as we say an #entity in the picture# depicts 
#Real-Mary#, we say that an #entity in the story# ( qua noise) refers to 
#Real-Mary#. 

The preference rules for depiction, which tell us when we are enti­
tled to call an #entity in the representational object# an #Image-X# 
that corresponds to a #Real-X#, carry over without difficulty to the 
case of #verbal representation#. The dubbing-causal chain source 
of correspondence- "Call her [pointing] 'Mary'," "Call that stuff 
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[pointing] 'gold'" - is the rigid designator theory of reference worked 
out in Kripke ( 1972): an arbitrary #noise# is stipulated to be an 
#Image-X# by fiat, and this correspondence is handed down by 
custom from language user to language user. The other source of 
reference is of course through the compositional rules of the lan­
guage, which play the role of the correspondence rules in the pic­
torial theory. These two sources of reference are intertwined in any 
particular utterance in much the way that dubbing and correspon­
dence rules can interact in the interpretation of #pictures#. 

Like #pictures#, #verbal representations# can suffer from lack of 
vividness. The medium of representation is more flexible than #pic­
tures#; but it too has its inherent limitations (recall the discussion of 
effability in section 5.2), and any particular #sentence# or #story# 
may of course lack detail. Paralleling loss of vividness from deface­
ment of #pictures# is loss of detail in a heard #utterance# due to 
background noise or the like. 

Using the combinatorial rules of the language, one can of course 
build up arbitrary #entities in the representation# that do not refer 
to any #Real-X#. Among such #entities#, for example, are #com­
mands#, which like #blueprints# are used to construct a corre­
sponding #Real-entity#, in this case an #action#. This arbitrariness 
leads to the possibility of discrepancy as well - for example, Donnel­
Ian's (1966) case of using the phrase "the man drinking a martini" in a 
way that successfully refers to a #man drinking water# . As in #pic­
tures#, the creation of an unfaithful #Image-X# may be a result of 
the creator's misperception (a descriptive error) or design (a lie or 
fiction, depending on the creator's motives). 

The treatment of #utterances# as #representational objects# thus 
parallels that of #pictures# exactly, differing only in the inherent 
properties of the medium of representation. Similarly, sentences 
describing #verbal representations# parallel in nearly all respects de­
scriptions of #pictures#. To account for the presence of #Image­
Mary# in ( 11.29a), we invoke the Representation Rule ( 11.1 7). As in 
picture-sentences, the rule is optional, though it is difficult to find 
examples of its nonapplication that are pragmatically acceptable. One 
possibility is (11.30), paralleling (11.20b) . 

(11.30) John put a long pause in (the middle of) his story. 

This can mean either that John paused in the middle of his story or 
that the plot of the story somehow involved a pause. 
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The other syntactic sources of REP in picture-descriptions have 
parallels here too. Like (11.21) is (11.31a); like (l 1.23a,b) are 
(l l.3lb,c). 

(11.31) 
{
In John's story, } . . 

a. A d" J h Mary 1s fun to be with. ccor mg to o n, 

b. John heard a story about Mary. 

c. John described/mentioned Mary. 

Conceptual structures are derived from these in exactly the same way 
as with #pictures#. ( 11.32a) is another syntactic construction that in­
troduces #verbal representations#. It is not paralleled by a construc­
tion for #pictures# such as (11.32b), for reasons unknown to me. 
However, it is easily incorporated into the analysis by applying REP to 
the [EVENT] or [ST ATE] expressed by the subordinate clause, just 
as it applies to a [THING] in (11.31c). 

(11.32) a. John said/mentioned that Mary is fun to be with. 
b. *John drew that Mary is/was wearing a hat. 

As is well known, existential generalization into #verbal represen­
tation# fails. "John talked about a unicorn" does not entail that there 
is a #Real-unicorn# John is talking about, only that there is an 
#Image-unicorn# contained in John's discourse. And of course, 
substitution of equals for equals fails: 

(11.33) 

{

In John's science-fiction novel,} 
a. According to John, the number of planets 

John said that is twelve. 

b. The number of planets is nine. 

{

in John's science-fiction novel,} 
c. Therefore, according to John, 

John said that 
nine is twelve. 

Paralleling ( 11.26) is ( 11.34). 

(11.34) a. John incorrectly described Mary with brown eyes. 

b. John described Mary, who has blue eyes, with brown eyes. 

c. John described the blue-eyed girl {withh . } brown eyes. 
as avmg 
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{

In John's story, } 
d. According to John, 

John said that 

{

In John's story, } 
e. According to John, 

John said that 
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the blue-eyed girl has brown eyes. 

Mary is taller than she (really) is. 

Finally, given the situation described in (11.34), (11.35) has a true 
(transparent) reading and a false (opaque) reading. 

(11.35) John described/mentioned/talked about a blue-eyed girl. 

Thus the conceptual and grammatical phenomena characteristic of 
#pictures# and their descriptions all generalize fully to #verbal 
representations# and their descriptions. The Cognitive Constraint, 
which addresses the generalization of conceptual structures, and the 
Grammatical Constraint, which marshals the linguistic descriptions, 
would both be strongly violated if the same formal approach were not 
applied to both systems of representation. 

#Beliefs#, being unobservable, cannot be freely examined to see if 
they decompose into #entities in the belief# that can be identified, 
by dubbing or correspondence rules, with #Real-entities#. Never­
theless, the numerous grammatical parallels between the description 
of #pictures#, #utterances#, and #beliefs# are strong evidence for 
treating a #belief# as a #representational object#, a #mental rep­
resentation# this time. This position accords with the common-sense 
notion that a #belief# is something in someone's head, and thus, 
unlike an inscriptional or intensional theory, it seems a reasonable 
explication of our everyday intuitions about #beliefs#. 

#Mental representations# are of course subject to lack of vivid­
ness, if the possessor lacks certain information. Parallel to wear or 
defacement of a #picture#, I suppose, is forgetting aspects of an 
#idea#. And of course, a #belief# may be an unfaithful representa­
tion of #reality#, either by mistake or on purpose (in the latter case 
we call it a "fantasy" instead). Thus, all the ways that #pictures# can 
fail to correspond completely also appear with #beliefs#. 

# Mental representations# can be referred to in a discourse by 
means of most of the grammatical devices available for describing 
#pictures# and #verbal representations#. The only dubious paral­
lels are for (1 l. 15) and ( 11.29), for which we have only the idioms in 
(11.36). 
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(11.36) a. John kept Mary in mind. 

b. John put Mary out of his 
{:::~hts.l 

The forms in (11.37) are syntactic and semantic parallels for the rest 
of the constructions discussed above. 

(11.37) {In John's mind, } . f b . h 
a. I J h , . . Mary 1s un to e wit . n o n s op1n10n, 

b. John has {:~~;:~y . } about Mary. 
a m1sconcept10n 

c. John {imagined } Ma 
thought of ry. 

d. John {;:~~~:~ } that Mary was fun to be with. 
1magmed 

To tie the three kinds of #representation# together, notice that 
(11.38) is ambiguous with respect whether John drew, described, or 
imagined Mary; the verb "picture" is neutral with respect to the mode 
of representation. 

(11.38) John pictured Mary as fun to be with. 

Only in a theory that accords parallel structure to all three modes is it 
possible to account for this generalization. 

11.6 Comparison to the Scope Theory 

There are two major differences between the theory of belief­
contexts as #mental representations# and the theories discussed in 
section 11.2. In assimilating the analysis of #be~iefs# and #descrip­
tions# to that of #pictures#, we are giving them a quite different 
ontological status than does Carnap's inscriptional theory or Frege's 
intensional theory. Besides corresponding more closely to the intu­
itive notion of #belief#, this analysis frees #beliefs# of any obliga­
tions to logic other than those imposed by the holder of the #belief# 
himself. It thus disposes of Mates's objection and its descendants, 
which are serious stumbling blocks to previous theories. 

The other innovation is in the formal representation. Compare 
(11.39) to (11.5) as representations of (11.3) and (11.4). T and 0 
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stand for transparent and opaque readings, respectively. We treat "be­
lieve" very provisionally as "have in mind"; further research is nec­
essary to differentiate the thematic analyses of "believe," "imagine," 
"remember," and so forth. 

(11.39) a. Ralph believes your dead uncle is alive. 
T (mistaken reading): 
[BE ([REP ([BE1ctent ([TR ([YOUR DEAD UNCLE])], 

[AT ALIVE])])], [IN ([RALPH'S MIND])])] 
0 (contradictory reading): 
[BE ([REP ([BE1ctent ([YOUR DEAD UNCLE], 

[AT ALIVE])])], [IN ([RALPH'S MIND])])] 

b. Ralph believes that Susan isn't as old as she is. 
T: 
[BE ([REP (NOT[BE1ctent ([SUSAN], [TR ([AS OLD 

AS SHE IS])])])], [IN ([RALPH'S MIND])])] 
0: 
[BE ([REP (NOT[BE1ctent ([SUSAN], 

[AS OLD AS SHE IS])])], [IN ([RALPH'S MIND])])] 

c. Ralph believes that Ortcutt is a spy. 
T (true reading): 
[BE ([REP ([BE1ctent ([TR ([ORTCUTT])], 

[AT ([Type SPY])])])], [IN ([RALPH'S MIND])])] 
0 (false reading): 
[BE ([REP ([BErnent ([ORTCUTT], [AT ([Type SPY])])])], 

[IN ([RALPH'S MIND])])] 

As in the descriptions of #pictures#, the parts of the sentence refer­
ring to the contents of the #belief# are contained in the argument of 
REP, and those parts of the #belief# that are described transparently 
are in the argument of TR as well. 

These representations, unlike those of the scope theory, eminently 
satisfy the Grammatical Constraint: the embeddings in conceptual 
structure correspond closely to those in syntactic structure, instead 
of grossly distorting them. Moreover, recall that the limitations of 
standard quantificational notation prevent the scope theory from ex­
pressing the transparent-opaque distinction for anything other than 
NPs, without resorting to ad hoc adjustments that only violate the 
Grammatical Constraint further. By contrast, since the operators 
REP and TR can be applied to any conceptual constituent, there is no 
difficulty in treating the AP "as old as she is" as varying in op4city. 
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Quantificational formalism also restricts opacity phenomena to within 
subordinate dauses, since the scope of a quantifier must always be a 
sentence (or proposition). But REP can be applied to a main clause or 
just to an NP, correctly making opacity phenomena possible in 
(l l.37a,b) without difficulty. (11.40) gives the conceptual structures. 

(11.40) a . 
[
REP ([MARY IS FUN TO BE WITH]) ] 
[Place IN ([JOHN'S MIND])] 

[
MENTAL REPRESENTATION ] 

b. [BE ( CONTAINS [REP ([MARY])] ' 

[IN ([JOHN'S MIND])])] 

The case of an entirely transparent complement, also problematic 
for the scope theory, is easily represented as well. (11.41) shows how 
to ascribe a transparent #belief# to a dog (quite a reasonable thing to 
do in a theory of #beliefs# as #mental representations#). 

(11.41) My dog thinks Ortcutt is a burglar. 
[BE ([REP ([TR ([BE1ctent ([ORTCUTT], 

[AT ([Tupe BURGLAR])])])])], [IN ([MY DOG'S MIND])])] 

Note that REP and TR do not just "cancel each other out" here . The 
presence of REP creates reference to an additional #entity# in the 
sentence, the #belief#, which would not be present if the two 
operators were absent. 

This theory accounts quite naturally for the fact that only certain 
verbs create the constellation of grammatical characteristics found in 
belief-contexts: it is just these verbs that introduce REP, and it is the 
internal structure of REP that gives these verbs much of their mean­
ing. Other ambiguities, such as the specific-nonspecific distinction 
introduced by "want," are due to other operators with their own 
characteristics. 12 

Beyond the immediate concerns of belief-contexts, the Grammat­
ical Constraint forces us to find an analysis that generalizes to the 
analysis of #pictures#. Yet this is clearly impossible for the inscrip­
tional and intensional theories of belief-contexts, since #pictures# 
have no analogous sentence-like structure. Moreover, the only syn­
tactic structure in which the quantificational formalism is at home­
"NP Vs that S" - is conspicuously lacking in the description of 
#pictures#, as seen in (11.32b). Thus generalizing the scope analysis 
to #pictures# would require ad hoc grammatical distortions for every 
syntactic environment, beyond those the analysis already imposes on 
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the "simple" case. By contrast, the representational theory of #be­
lief# accounts naturally for the relation of #beliefs# to #pictures# 
in both ontological and formal respects. 

Some readers may object that treating #beliefs# as #mental rep­
resentations# is too high an ontological price to pay for the formal 
advantages of the representational theory. Even if such an objection 
is little but an assertion of prejudice, it is worth considering for a 
moment: how much does the representational theory really add to 
the ontology? 

Intuition takes for granted the interpretation of #pictures# and 
#sentences# as representations of #Real-entities#, because we learn 
and use the correspondence rules for such representations uncon­
sciously. #Pictures# and #sentences# are taken to be natural kinds 
in the #world#, little different from, say, #tigers#. #Language# is 
even perceived as having a quasi-Platonic existence independent of 
its speakers. But this intuitive view cannot withstand scientific scru­
tiny, and it is clear that #pictures# and #sentences# must be re­
garded as intensional objects: a #tiger-picture# and the word 
#"tiger"# resemble a #tiger# in no physical sense, but only through 
the mind of an observer. Cognitive theory must therefore in any 
event include a theory of #representation# that accounts for these 
relationships. 

Thus the only ontological expansion in the representational theory 
of #belief# is the introduction of a new species of #representation#, 
namely, #mental representation#. Intuitively this is not implausible, 
inasmuch as we commonly experience our own #beliefs# as #mental 
images#, either visual or sentential. In fact, the representational the­
ory accounts for the persistent difficulty psychologists and philos­
ophers have had in shaking imagistic and propositional theories of 
#belief#: according to the representational theory, our conceptual 
structure makes such views far more salient than any possible 
alternative. 

Like the theory of thematic relations, the representational theory 
of #belief# is a vindication of the assumptions and methodology 
proposed in the earlier part of this study. Through detailed gram­
matical analysis and strict attention to the Grammatical Constraint, 
we have been able to construct a theory of conceptual structure that 
accounts not only for grammatical phenomena, but also for many 
characteristics (and even foibles) of common-sense intuition. A cor­
nerstone of the approach is the distinction between the theory of 



Applications 238 

#belief# - what we intuitively think beliefs are and what the word 
"belief" refers to - and the theory of belief- cognitive psychology. 
Just as we saw in section 2.3 in the discussion of #color#, there is a 
profound difference between the two, and this difference is precisely 
the disparity between common sense and science. 

11.7 #Truth# 

Early in this study we argued that semantic theory must not take as its 
primary goal the explication of truth in the Tarskian sense. Along the 
way, we have observed on many occasions that truth, purportedly a 
relationship between language and reality, has little relevance to the 
nature of linguistic and cognitive judgments, if it can be defined at all. 
However, the theory of #representation# allows us to provide a pre­
liminary theory of #truth#-the projected #characteristic# that 
people attribute to certain #sentences#. Consider what kind of 
#object# can be described as a "true picture of X": it is a #picture# 
sufficiently vivid to serve its intended purpose, in which, following 
the correspondence rules, all the #parts# of #Image-X# and the 
#relationships# among them correspond to the #Real-parts# of 
#Real-X# and their #relationships#. More intuitively, a #true pic­
ture# gives enough information to be useful, and will not lead the 
user astray. By simply changing the mode of representation, this 
sense of "true picture" extends without difficulty to "true sentence/ 
description/story" and "true belief" as well. 

Like all other words, "true" tends to be conceived of as absolute: 
common sense tells us that a #sentence# must be either #true# or 
#false#, and if we can't tell which, it's our fault. But experience 
proves otherwise. For every category judgment "X is a Y" that is in­
herently dubious, ambiguous, or fuzzy, the judgment "'X is a Y' is 
true" is likewise dubious, ambiguous, or fuzzy. The trouble is that 
intuition, in quest of salience and stability, strongly prefers to disre­
gard marginal cases. As a result, we tend to think about #true sen­
tences# in the same way we tend to thing about #dogs#-in terms of 
stereotypical exemplars- and we assume that dubious cases will 
someday, somehow, disappear. This sort of wishful thinking is what 
gives truth-conditional semantics its fatal attraction. Perhaps the 
strong dose of data administered here will have begun to dispel the 
illusion. 
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In a sense, this study has come full circle: we began by rejecting the 
concept of truth in natural language semantics, and now, through the 
theory of #representation#, we have come to understand something 
about #truth#. In the process, we have developed cognitively plausi­
ble approaches to many traditional problems of semantics. It is to 
be hoped that the methodology and conclusions of this study have 
shown how semantic theory can effect a reconciliation of philo­
sophical concerns with the empirical demands of linguistics and 
psychology. 





Notes 

Chapter 1 

1. These are the computational and algorithmic levels of Marr (1982). Marr too 
emphasizes the futility of pursuing physiological and process models without 
an adequate theory of structure. 

2. An early example of this problem arises in Chomsky and Miller's (1963) 
treatment of center-embedded sentences. For more recent and much more 
complex cases, see Janet D. Fodor (1978) and references therein. 

3. This paragraph will be recognizable as a distillation of many discussions 
on this topic by Chomsky, especially Chomsky (1965). 

4. Many people have failed to see the importance of universal grammar as 
distinct from general cognitive capacity, believing that children can learn 
language on the basis of general-purpose learning strategies alone. I suspect 
they have taken this position because they have drastically underestimated 
the complexity and abstractness of linguistic structure. A serious look at any 
issue of the major journals of linguistic theory, with attention to the empirical 
evidence for which explanations are sought, ought to dispel this misconcep­
tion. For work specifically on the problems the child faces in learning syntax, 
see Wexler and Culicover (1980), Tavakolian (1980), Baker and McCarthy 
(1981), Macnamara (1982) . 

5. Lerdahl and Jackendoff (1982, section 12.3) present a possible example of 
a general-purpose abstract structure common to language and music. How­
ever, it grew not out of an attempt to look for general-purpose strategies, but 
out of a comparison of detailed theories of specific capacities. This appears 
to be a more fruitful approach methodologically. 

6. This theory is so-called interpretive semantics, with an autonomous syn­
tactic component. An alternative popular during the early 1970s was genera­
tive semantics, in which syntactic and semantic structures intermingled freely 
in syntactic derivations (Lakoff (1971)). But this alternative failed for two 
reasons. One difficulty was technical: the proposed analyses were by and 
large shown to be syntactically and/or semantically incorrect. More impor­
tantly, the theory led to far too unconstrained a theory of universal gram-
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mar; the language learner's choices were so vast as to render language 
learning impossible (cf. Chomsky (1972)). 

7. This position became influential in linguistics at just about the time that 
generative linguistics itself gained greater recognition among philosophers 
and psychologists, and it is thus the view that appears in many popular­
izations of the results of generative linguistics. It often takes the form "Deep 
structure determines meanings" or even, inaccurately, "Deep structure is 
meaning." There has moreover been an unfortunate tendency to confuse 
deep syntactic structure-a level of derivation- with innate universal gram­
mar- which helps determine the nature of rules applying to all levels of 
derivation. Thus one sometimes encounters statements like "Chomsky posits 
an abstract 'deep structure' in language which is universal and innate." Such 
statements have often led to serious misconceptions of linguistic theory 
among nonlinguists. 

8. A striking illustration of this problem has been pointed out by John Lis­
man (personal communication) . Consider the task faced by a baseball player 
trying to hit a pitched ball. Between the time the ball leaves the pitcher's hand 
and the time the batter must decide whether to swing, there is time for fewer 
than twenty sequential neural firings. Even granted the effects of practice 
and information derived from watching the pitcher's windup, it is hard to 
imagine the necessary information processing taking place within a chain 
twenty neurons long unless the chain is also hundreds or thousands of 
neurons wide . 

9. See Vendler (1967) for arguments to this effect with respect to natural 
language quantifiers; Goldsmith and Woisetschlaeger (1982) with respect 
to progressive aspect; J ackendoff ( 1979) with respect to sentences about 
temperatures. 

10. For readers conversant in syntactic theory, the argument can be sharp­
ened. There do exist syntactic constructions in natural language that have 
roughly the form of restricted quantifiers like ( 1.2b). Two well-known exam­
ples are questions and relative clauses, in which a preposed wk-phrase binds a 
trace, a gap, or a resumptive pronoun within a clause. On the other hand, 
there seem to be no natural languages in which an indefinite article triggers 
such a syntactic construction. The question about ( 1.2b) thus becomes: If 
indefinite articles and wh are logically parallel, why is there no pressure for 
them to be syntactically parallel as well? 

11 . Montague grammar is a notable exception among logically based theo­
ries of semantics, in that it takes something like the Grammatical Constraint 
as a fundamental tenet. 

12. The grammatical and lexical choices of one's native language quite pos­
sibly help shape the relative salience of concepts one develops, so there is 
room in the theory for a certain amount of "Whorfian" variation in concepts 
due to linguistic experience if that should prove necessary. See section 10.3 
for a possible example. 
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13. Diagrams (1.3) and (1.4) represent explicitly only the linguistic compo­
nents of a full theory of mind. Each of the other systems can be expected to 
decompose similarly into various levels of representation. For instance, 
Marr's ( 1982) theory of the visual system posits at least three levels of rep­
resentation beyond the retinal image: the primal sketch, the 2 l/2D sketch, 
and the 3D model. Only the last of these interacts directly with conceptual 
structure. 

A further complication omitted in these diagrams is the fact that phonetic 
representation itself is fairly abstract, and that it is related on the one hand to 
some level of representation in the auditory system and on the other to some 
level of representation in the motor system. As representation, it must of 
course be neutral between the two modalities, although, as is well known, it 
shows influences of both . 

The theory of Chomsky (1975, 1981) interposes a level of "logical form" 
between syntactic structure and semantic structure (his "meaning") . But this 
level is not the one responsible for linguistic inference; it is thus to be re­
garded as an internal elaboration of the correspondence rule component 
rather than as the semantic structure level of (1.3). 

Whatever these extra complications, they do not affect the question 
at hand-the decision for or against an autonomous level of semantic 
representation. 

Chapter 2 

1. Some readers may be disturbed by my reliance here and elsewhere in the 
book on results of the Gestalt school of psychology, which is often taken to be 
thoroughly discredited . While the Gestalt theorists' attempts at psychological 
explanation ultimately failed , their observations regarding the nature of the 
problems to be solved are often precisely to the point. In fact, Neisser (1967, 
245 - 248) observes that the viewpoint of the Gestalt school is remarkably 
similar to that of generative grammar, particularly in its reasons for rejecting 
associationist explanations. Marr ( 1982, 8) points out that "with the death of 
the school, many of its early and genuine insights were unfortunately lost to 
the mainstream of experimental psychology." For more detailed remarks on 
Gestalt psychology and its demise, see Marr (1982, 186-187) and Lerdahl 
and Jackendoff (1982, section 12.1). 

2. For instance, Goodman (1968) claims that a piece of music is the set of 
performances in exact conformance with the score. From my experience as a 
performer, I can attest that many pieces, by Goodman's definition, would 
have to consist of the null set. 

3. One can see in Beethoven's sketchbooks his painstaking efforts to fit the 
notes intuitively to an underlying conception that is unstated but evidently 
clear to him. See also Arnheim (1974), who develops essentially this view with 
respect to the visual arts. 

4. This is not to say that one should not distinguish cases where projection 
leads one astray, as in paranoia or hallucination; we may speak of such cases 
as "illegitimate projection." 
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5. It is interesting that Tarski himself ( 19566) recognized the difficulty of a 
recursive theory of truth for natural languages. Citing, among other things, 
the inevitable appearance of antinomies in natural language, he concludes, 

... the very possibility of a consistent use of the expression 'true sentence' which is in 
harmony with the laws of logic and the spirit of everyday language seems to be very 
questionable, and consequently the same doubt attaches to the possibility of constructing 
a correct definition of this expression. [Tarski's italics-RJ] For [these] rea­
sons ... I now abandon the attempt to solve our problem for the language of 
everyday life and restrict myself henceforth entirely to formalized languages. 

Tarski's pessimistic view notwithstanding, the attempt to apply his approach 
to natural language has flourished. We will see that there are many reasons 
besides Tarski's to give it up. 

6. Though this has been known for a long time, it has been driven home in 
especially striking fashion by Land (1959, 1977), who shows how to generate 
full projected #color# from only two wavelengths of light. 

7. Perhaps, in the interest of clarity, it would be well to drop the term knowl­
edge for the former case, adopting the more technical term cognition. Chom­
sky (1975) suggests the term cognizing for this case , then reverts back to 
knowing. This is also the enterprise for which Fodor ( 1980) suggests the strat­
egy of methodological solipsism, a point of view not unlike that adopted here. 
We differ principally (I think) in that the present account incorporates 
awareness as an integral part of the theory . 

8. Some people in artificial intelligence (e.g., Hofstadter (1979)) speculate 
confidently that consciousness arises automatically out of sufficiently com­
plex principles of computation. But this is a category error. Though it may 
well be that a certain degree of complexity, including self-reference, is a nec­
essary precondition of consciousness, computations, no matter how many, 
simply are not experiences. 

9. And it is not necessary that this class of inputs be especially natural from a 
physical point of view. See the work along these lines by Michotte (1954) , for 
example. 

Chapter 3 

1. On facial recognition, see Carey (1979), Carey and Diamond (1980), and 
also Helmholtz's (1885, 369) brief but insightful remarks. 

2. Shiman (1975) presents mathematical criteria relevant to this case, among 
a wide range of others. In his account, the circular boundary is treated as a 
boundary of the shaded region; the circular unshaded region, lacking its 
own boundary, becomes background. 

3. Of course there are good reasons for us to make the judgments we do. 
Real objects are often occluded by other objects so that the field they present 
to the eye is discontinuous; hence one's experience can be more unified (or 
predictable) if one is prepared to make hypotheses about #things# that in­
corporate this possibility. However, such functional justifications of our cog­
nitive capacity do not explain the existence of the capacity itself. (It would be 
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useful to us to be able to fly and read minds, too, but we have not managed to 
develop these abilities.) The best we can say is that our evolutionary history 
luckily has provided us with a source of useful hypotheses about the world, 
some of which emerge into consciousness as #things#. But the individual's 
behavior does not explicitly take into account his evolutionary history, and is 
certainly not explained by invoking it. 

4. Note that "it" alone cannot be replaced by anything but abstract NPs like 
"the job" in this context, except in such expressions as "do the dishes/ 
laundry/puzzle," which are lexically and semantically distinct from (3.76). 

5. For example, Michotte (1954) on causation; Jenkins, Wald, and Pittenger 
(1978) on event-perception; remarks of Kohler (1929) on temporal group­
ing; Lerdahl and Jackendoff (1982) on musical structure; and of course the 
entire literature on phonetic and syntactic perception. 

6. One might speculate whether organisms differ in the ontological cate­
gories that their minds provide. Note however that this is a different issue 
from the question of what sensory apparatus provides evidence for which 
ontological categories. For instance, both sight and touch provide us evi­
dence about #things#, but a bat can use sonar as well. I would guess that this 
would not make the ontological category [THING] itself different for a 
bat-though the permissible internal structure of a [THING] could be dif­
ferent, possibly changing the holistic character of experience in ways un­
imaginable to a human. See Nagel (1974). 

7. One might question whether some of the sentences in (3.11) assert token­
or type-identity (some are probably ambiguous, as well). Either reading is 
sufficient for present purposes, though, for an assertion of type-identity 
presupposes individuation of tokens. 

Here is a bit of evidence that one can identify #actions# occurring on 
different occasions as token-identical, contrary to most received philosoph­
ical intuition. As we have just noted, "the same" can be read as token- or 
type-identity, and the particular reading chosen can often be forced by 
pragmatic considerations. For example, (i) is probably taken to assert token­
identity of the hat; whereas (ii) is probably taken to assert type-identity of the 
sandwich ("the same kind of sandwich")-the token-identity reading would 
entail regurgitation. 

(i) Sam wore the same hat he always wears. 
(ii) Sam ate the same sandwich he always eats. 

However, there is an English construction that appears to require the token­
identity reading, involving the verbal prefix "re-": (iii) has only the regurgita­
tion reading that was rejected for (ii). 

(iii) Sam re-ate the sandwich. 

Given the Grammatical Constraint, this difference between "the same" and 
"re-" suggests that (iv) asserts token-identity of the trick (an #action#) on its 
second occurrence. 

(iv) Sam re-performed the trick. 
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This fragmentary evidence is hardly conclusive, but it is indicative of the sort 
of linguistic phenomena that are worthy of exploration in dealing with 
problems of identity and individuation. 

8. An interesting case is the identity of #sounds# or #sequences of 
sounds#. As mentioned in section 2.1, Goodman (1968) forces himself to 
regard a piece of music as a set of performances in compliance with the 
score. Thus each individual performance is regarded as a separate token 
belonging to the set "performances of piece X." But this goes against the 
linguistic evidence. We say of the Eroica "I heard it on the radio last night," 
not "I heard one of them (a member of the set of performances) last night." 
This suggests that we intuitively think of the Eroica as a single #entity# (a 
complex # sound# or #group of sounds#) that may be heard on various 
occasions- just as, for instance, the morning star is a #thing# that may be 
seen on various occasions. 

9. We have ignored an important enrichment of the structure [THING]: the 
distinction between what might be called bounded and unbounded #things#. 
A physical #object# has spatial boundaries; however, one can refer to #sub­
stances# in such a way that the existence of spatial boundaries is not part of 
the picture being conveyed. Contrast (i) and (ii). 

(i) Oil was leaking {
0

1
n
1
to } the floor. 

a over 

(ii) Some oil was leaking {,, 
0

1
n
1 
to } the floor. 

. . a over 

(i) presents the oil as a more or less continuous stream, of unbounded quan­
tity within the time-frame described by the utterance. By contrast, (ii) pre­
sents the oil as a bounded quantity. This difference is related to the oddness 
of "all over" in (ii). 

Another direction in which [THING] must be extended is to the grouping 
of a number of [THINGS] into a unit, as expressed by pluralization of NPs in 
English. Plural NPs are also subject to the bounded/unbounded distinction, 
as shown by (iii)-(iv). 

(iii) People were running all over the place. (unbounded) 
(iv) Some people were running all over the place. (bounded) 

In (iii), the number of people is potentially unlimited; they are treated as 
uncountable . There are people "all over." In (iv) there is a bounded number 
of people, each of whom is running "all over." (As is well known, there are 
strong syntactic parallels between mass nouns and plural count nouns.) 

Interesting discussions of these dimensions of conceptual structure are 
found in Talmy (1978) and Platzack (1979). What is significant about both 
these treatments is that they extend both dimensions to [EVENT]. For in­
stance, (v) describes a temporally bounded #event#, while (vi) describes a 
temporarily unbounded #event#, or #process#. The addition of certain 
modifiers to (vi), as in (vii), places temporal bounds on the #process#, mak­
ing it a bounded #event#. 
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(v) Max sneezed. 
(vi) Max slept. 
(vii) Max slept for three hours. 

247 

In addition, #events# are subject to iteration, paralleling pluralization in 
NPs: 

(viii) Max sneezed three times. 

Talmy shows that iteration and bounding can be recursively embedded in 
each other, as in (ix) - (x): 

(ix) In NP: 

three groups of four men 

(iteration of "man," bounded by "four," the whole iterated by 
"groups," bounded by "three") 

(x) In S: 

The light kept flashing three times for four hours. 

(iteration and bounding of "flash" by "three times," the whole iterated 
by "kept" and bounded by "for three hours") 

What this parallelism shows is that the two ontological categories [THING] 
and [EVENT] share some of the same possibilities for internal structure. An­
ticipating section 9.1, it is worth pointing out that [PATH] is also differ­
entiated in the bounded/unbounded dimension: "to the house" specifies a 
[PATH] that attains a goal (bounded), while "toward the house" leaves the 
endpoint of the [PATH] unspecified (unbounded). It is this latter type of 
[PATH] that we have called in this chapter a [DIRECTION]. 

The grammatical devices used to express bounding and iteration are com­
plex, and they interact with each other in ways as yet only little explored 
(though Platzack proposes some formal rules that cover certain cases; see 
also Jackendoff (1972, section 7.4.4), Declerck (1979), Mittwoch (1982)). 

Chapter 4 

1. The inclusion of preposition here may warrant comment, in light of the 
fact that prepositions are normally considered as part of the set of "closed­
class" items, along with auxiliary verbs, pronouns, and inflectional affixes 
(Kean (1980) , Bradley, Garrett, and Zurif (1980)). My understanding of this 
classification is that it is not relevant to formal syntax as such , since the 
closed-class items form such a grammatically heterogeneous collection. 
Rather, these items mark obligatory but relatively limited semantic oppo­
sitions, and are therefore relatively common, short, and susceptible to pho­
nological reduction . As a result, these items appear to trigger specialized 
processing mechanisms that are used as grammatical shortcuts. According to 
Bradley, Garrett, and Zurif, these processing mechanisms are lost in Broca's 
aphasia. The point is that the open/closed-class distinction is more significant 
to processing than to syntactic structure. 

2. In fact, there is a sense in which English syntax is less general than the 
semantic form it expresses: it lacks simple proforms for [ACTION] and 
[EVENT], resorting to "do it/that/what/something" and "it/that/what/some-
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thing ... happen" as the simplest expressions for these types. Despite the 
absence of simplex forms, the generality of the semantics shines clearly 
through in the paradigms of chapter 3. 

3. That #event# and #action# must be represented separately follows from 
the existence of sentences that express an #event# but not the performance 
of an #action#. See section 9.4 for discussion. 

4. The examples in (4.3e) are somewhat controversial cases. In one school of 
thought, these VPs are represented syntactically as subjectless sentences; in 
another, they are bare VPs. On the perception verbs, see Akmajian (1977); 
on "try" see Bresnan (1978), Brame (1978). 

5. Traditional grammar usually calls the forms in (4.6a) adverbs and those in 
(4.6e) subordinating conjunctions. The lexical parallelism of both of these with 
standard prepositions, along with their dissimilarity from -ly adverbs on the 
one hand and coordinating conjunctions on the other, justifies their treat­
ment as prepositions. See Jackendoff (1977a) and references there. 

6. The treatment of "on" as a two-place predicate ON (x,y), "xis on y," ap­
pears in Davidson ( 1967a) and is one of the two possible analyses suggested 
by Miller and Johnson-Laird (1976). Anderson ( 1976) adopts a similar treat­
ment without justification or even comment. Miller and Johnson-Laird in 
fact present the only serious attempt I have seen to deal with prepositions in 
a quasi-predicate logic format. 

7. One such alternative of some importance is the logical syntax of Mon­
tague grammar (Montague (1973), Partee ( 1975)), which requires more ex­
tended discussion than I can provide here. 

Those familiar with the history of generative linguistics may have found 
the arguments of this section reminiscent of certain lexicalist arguments 
against the generative semantics position of the early 1970s. The reason for 
this is that generative semantics essentially incorporated the assumptions of 
first-order logic into the theory of syntactic underlying structure. Thus we 
find in generative semantics a theory of quantifiers as outermost predicates 
(Lakoff (1970), Mccawley (1971)), of "be" as transformationally inserted 
(Bach ( 1967)), of adjectives as underlying verbs (Lakoff ( 1970)), of nouns as 
underlying predicates (McCawley ( 1971), Bach (1968)), of adjectives as ref­
erential and hence NPs (Ross (1969)), of prepositions as underlying verbs 
(Becker and Arms (1969)), and of relative clauses as underlying conjoined 
propositions (Ross ( 1967), Bach (1968)). The syntactic difficulties of these 
positions (Chomsky (1970, 1972), Jackendoff (1971, 1972), Schachter ( 1973), 
Bowers (1975)) led to the richer lexicalist theory of underlying symactic 
structure. The message of the present section is that, given the Grammatical 
Constraint, these arguments apply to the standard assumptions about predi­
cation and referentiality, whether they are regarded as assumptions about 
syntax or about semantics. 

8. My treatment of grammatical subjects might be open to question at this 
point in the exposition. For one thing, the Grammatical Constraint suggests 
that there should be a division in conceptual structure corresponding to the 



Notes to Pages 69-76 249 

syntactic division of the sentence into subject and predicate. The present 
treatment rejects such a division, and my treatment of compositionality in 
section 4.4 takes this into account rather naturally. On the other hand, a 
reflex of the subject-predicate distinction appears in the treatment of 
[ACTIONS] in section 9.4, and further refinements along such lines are not 
excluded by the formalization adopted in the present chapter. 

There is also a debate about whether grammatical subjects are within the 
domain of subcategorization, as I have assumed. Chomsky (1965, 1981) has 
treated subcategorization as confined to the sisters of the head (direct and 
indirect objects, etc.), leaving the subject as an "external argument" to the 
verb. By contrast, I have argued (Jackendoff ( 1974)) that the subject of nomi­
nals must be subcategorized, so that one can distinguish "the/Bill's criticism" 
from "the/*Bill's blame." By extension, the subjects of verbs must be subcate­
gorized as well. There may be, however, mitigating semantic factors that I 
did not observe; if these could be specified clearly, my argument would be 
weakened. In any event, it does not seem difficult to adapt the proposals here 
to Chomsky's theory of subcategorization; the requisite changes would likely 
mesh nicely with the considerations of the preceding paragraph. 

9. What is to be done with languages that lack an overt verb "be"? In cases 
such as Russian and Hebrew, which lack it only in the present tense, but in 
which it is overt in past and future tenses, the proper solution is probably a 
simple deletion or a morphological zero form. For a language like Papago 
that really has no verb "be" (Kenneth Hale (personal communication)), one 
might take a different approach. The semantic function BE is the least 
informative, or the least highly marked, among EVENT- and ST ATE-func­
tions. There are typically two strategies for a language to express an opposi­
tion: by having distinct expressions for f,ach member of the opposition, or by 
expressing only the marked member(s) of the opposition. An example of the 
latter strategy is the singular-plural opposition in English nouns, where there 
is a marker only for the plural, the marked member of the opposition. A 
language that lacks "be" could be said to be choosing this strategy for the 
expression of STATE-functions. (See Woisetschlaeger (1976) for an exten­
sive treatment of tense and aspect based on this premise about markedness.) 

IO. Two well-known classes of cases should be mentioned that do not con­
form to this generalization. The first class is idioms: in "Sam kicked the 
bucket" ("Sam died"), for example, we do not expect the NP "the bucket" to 
correspond to a conceptual constituent. The second class consists of con­
stituents whose heads are grammatical morphemes-words that are present to 
satisfy the exigencies of syntax but do not carry an interpretation. One clear 
example is the NP dominating the pleonastic "it" in sentences such as "It is 
raining" and "It is obvious that the Reds will win." This NP is present just to 
fi ll the obligatory subject position of English, and does not correspond to an 
argument position of the verb. Another example is the PP headed by "of" in 
phrases like "the destruction of the city" and "afraid of Bill." This "of" is 
p resent because English nouns and adjectives cannot be followed by a direct 
o bject (see Chomsky (1970), Jackendoff (1977a, chapter 4)); the corre-
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sponding verbal expressions "destroy the city" and "fear Bill" lack it, with no 
apparent difference in the semantic relation expressed. Thus it seems rea­
sonable to claim that the "of" is meaningless, that the NPs "the city" and "Bill" 
appear directly as arguments of"destruction" and "afraid," respectively, and 
hence that the PPs "of the city" and "of Bill" do not correspond to any con­
stituent of the interpretation. 

These two classes of exceptions do not, I should think, constitute defects in 
my theory. Their properties have long been recognized, and, as far as I 
know, they will emerge as special cases in any reasonable theory of composi­
tionality. They are places where the syntax-semantics match is inescapably 
less than ideal. 

Chapter 5 

1. If I may be permitted a speculation here, it seems plausible to attribute the 
bizarre behavior of autism to a severe limitation in the ability to form cate­
gories and to make sufficiently general categorization judgments. Such a 
view would account for three important characteristics of this disability. First, 
if one could not go beyond #individual tokens# to the #similarities# among 
them, one could neither form stable categories of #objects in the world# nor 
categorize #utterances# as sequences of repeated #words#. Thus language 
would be extremely difficult at both the semantic and the phonological level. 
Second, since only small differences among #tokens# could be accommo­
dated in the categorization process, stabilization of the projected #world# 
could be achieved only under very limited conditions of variation. Hence the 
autistic would be badly confused by even moderate changes in the environ­
ment. Third, since [TOKENS] would be subject to only minimal categoriza­
tion, their internal structure would be left basically at the initial level of 
perception, accounting for the autistic's quasi-eidetic memory. 

These speculations seem to be supported by recent research, which sug­
gests that autism is not merely a social or linguistic deficit but in fact a central 
cognitive one: 

It has been suggested ... that the autistic child's stereotyped behavior and 
insistence on sameness in his environment may reflect the same underlying 
deficit as is revealed in echolalia, namely an inability to segment or break 
down patterns ... When given a list of items to recall, normals will tend to 
group these into semantic categories, whereas the autistic children failed to 
do this. 

(Baker et al. (1976, 144)) 
No abnormalities were found in primary perceptual processing per se; the 
data suggested, however, that the autistic children were unable to generate 
modality-independent rules by which features of external stimuli were 
processed or "understood." This deficit in creating rules for dealing with 
perceptual information is a useful explanation for many of the apparent in­
congruities and discrepancies revealed during psychological testing of autis­
tic children ... Persistent rejection of external sensory stimulation implies, 
not inability to perceive stimuli, but, rather, abnormal processing and im­
paired coding .... The autistic children's failure in social development may 
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be seen, in some ways, as a symptom of their inability to make sense of the 
world and the people in it. 

(Caparulo and Cohen (1977, 625-626, 630, 641)) 

(I am grateful to Laura Meyers for her help with this note.) 

2. Strictly speaking, this is Katz's account of analytic truth; he consigns syn­
thetic truth to the theory of pragmatics, which is none of his concern. How­
ever, the inclusion of markers (or attributes) is a characteristic conception of 
the criterion for categorization within decompositional theories of meaning 
such as Katz's. 

3. Or, in possible worlds semantics, between sentences and the set of possible 
worlds, one of which is the real world. The same objections obtain. 

4. Such an account of [TOKENS] is assumed by Montague semantics. See 
Partee (1975). 

5. It is interesting to compare these statements with Katz's ( 1972) discussion 
. of effability. Citing principles of Frege, Searle, and Tarski as antecedents, 

Katz says (p. 19), " ... anything which is thinkable is communicable through 
some sentence of a natural language .... It would clearly be absurd for any­
one to assert that he cannot communicate one of his thoughts because En­
glish has no sentence that expresses it. . .. " As the quotations above show, it is 
not absurd at all. At best, one might claim that anything which is proJectable is 
communicable through some sentence of a natural language. But even this is 
doubtful if we consider thoughts about, say, music, dance, or art, particu­
larly from the point of view of creation or production rather than merely 
appreciation. 

6. Most studies of [TYPE] acquisition have involved perception, where the 
output of the acquisition process can be studied only through further cate­
gorization judgments. However, Polanyi ( 1958, chapter 4) emphasizes the 
strict cognitive parity between perceptual [TYPES] and motor skill [TYPES]. 
The latter are learned by following someone's example and practicing. 
Think of how inadequate verbal instructions alone would be for teaching 
someone to drive a car or play the piano or paint; one cannot learn these 
skills by merely reading a book or seeing someone else perform them. If the 
skill is not too hard, there is a point where practice pays off and we "get 
it"-we have formed a motor skill [TYPE] for which we can summon up 
exemplars at will. 

If Polanyi's argument is correct (and I see no reason to doubt it), the un­
conscious processes behind motor skill acquisition are very much like those 
behind learning perceptual [TYPES] from exemplars. In the case of motor 
skills, though, we have a highly structured motor output to study during the 
acquisition process-potentially a much richer source of information than 
perceptual judgments. Thus Polanyi's hypothesis suggests that the study of 
motor skills is of great importance to cognitive theory and, in the present 
framework, to semantics as well. 

7. This is not the problem of learning in general, where one is not even 
presented with discrete stipulated examples. The general case involves the 
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prior (and probably even more serious) problem of noticing that there is a 
generalization to be made, hence deciding to construct a [TYPE] in the first 
place. 

8. The theory of language acquisition would by contrast appear not to con­
form to this generalization, since rules of grammar, the output of the acqui­
sition process, are not apparently of the same formal nature as sentences, the 
#tokens# from which the rules are constructed. However, I think this ap­
pearance is merely a consequence of common notational practice in linguis­
tics. For example, phrase structure rules and the trees they describe look 
entirely different. When treated formally, however, both are descriptions of 
structures whose elements are syntactic categories and whose principles of 
combination are daughter-dependency and linear order. It is simply that the 
internal structure of particular [SENTENCE TOKENS] is much more spe­
cific than [SENTENCE TYPE] (the phrase structure grammar) about the re­
lationships among its syntactic categories. A similar construal can be placed 
on the relationship of transformations to transformational derivations and 
on the relationship of phonological rules to phonological derivations ­
though perhaps less transparently. If this is so, the generalization stands that 
the internal structure of [TYPES] is in large part formally undistinguished 
from that of [TOKENS]. 

9. (5 .12c) is deliberately reminiscent of Donnellan's (1966) much-discussed 
distinction between referential (here, token-identity) and attributive ( cate­
gorization) readings for definite NPs . Kripke ( 1977) shows that this distinc­
tion cannot be expressed by quantifier scope, and that the choice between the 
two readings is pragmatic. Such an analysis seems appropriate to the treat­
ment here. The referential-attributive distinction does not always lead to a 
[TOKEN]-[TYPE] difference, as it does in (5 .12), but it will in many of the 
examples to follow in this section. 

10. That is, there are specific individuals picked out by these NPs. However, 
it may be (as Donnellan believed) that the definite NPs here still display the 
referential-attributive distinction (see note 9). 

11. This sort of interaction is explicitly denied in the traditional logical ap­
proach to reference, where scope differences of various sorts are the only 
source of nonreferentiality. In a critique of Jackendoff (1975b), Abbott 
( 1979) takes the verb's lack of influence on referentiality as a virtue of the 
traditional scope analysis of belief-contexts; Jackendoff ( 1980) argues that in 
fact it is a liability . Similarly, Aune (1975) expresses amazement that Vendler 
(197 5) could propose that subordinate clauses have different referential 
properties depending on what verb they are subordinate to. I agree with 
Vendler in seeing this interaction as an inescapable fact. See also chapter 11. 

12. It might be objected that these functions cannot be identical, since IS 
TOKEN-IDENTICAL TO is symmetrical and IS AN INSTANCE OF is not. 
But I think the symmetry of IS TOKEN-IDENTICAL TO is an artifact of 
comparing two [TOKENS]: identity is the only way for one [TOKEN] to be 
"included in" another in the requisite sense. 
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13. It is interesting that the division between [TOKEN] and [TYPE] readings 
falls at a different point with these than with "be": here indefinite NPs are 
ambiguous, rather than expressing only [TYPES]. Moreover, my intuition is 
that definite NPs in the object of "resemble" allow only a [TOKEN] reading, 
but are ambiguous in the object of "seek." I have no explanation for these 
differences, but they make impossible any simple-minded reduction of one 
of these classes of verbs to another. The ambiguity with "seek" is usually 
attributed to differences in quantifier scope; for arguments against this, see 
Jackendoff (1972, chapter 7; 1980). 

14. This point is already recognized by Frege (1892), who unlike Putnam is 
not disturbed by it: 

The sense of a proper name is grasped by everybody who is sufficiently fa­
miliar with the language .... Comprehensive knowledge of the reference 
would require us to be able to say immediately whether any given sense be­
longs to it. To such knowledge we never attain. 

15. To say with Putnam that word meanings are spread over the society 
won't work either-they still must be in somebody's mind. See section 7.1. 

Chapter 6 

1. I am not sure whether (6.3) should be a [SITUATION TOKEN] or a 
[SITUATION TYPE], so I leave the feature unspecified. Nothing in this 
chapter appears to depend on the choice, though a general theory of generic 
sentences would have to address it. I lean toward the [TYPE] alternative. 

2. For treatments of the artificial intelligence approach, see Jerry A. Fodor's 
(1978) discussion of Winograd (1972), Weizenbaum's (1976, 178-179) dis­
cussion of Newell and Simon's General Problem Solver, and Dreyfus (1981) 
and Marr (1982, 344 - 345) on microworlds. 

3. A typical strategy for getting a strong judgment in an otherwise indeter­
minate case is to give the right-hand relatum a stipulated definition that ad­
dresses the particularities of the case at hand. For example, one may claim 
that a language must meet a certain set of criteria! conditions, then argue that 
(6.14c) is true only if Washoe's signs have these properties. Or one switches 
the question to another generic categorization from which the point at hand 
may be deductively derived; nowadays the dispute on (6.14d) has been 
pushed back to the equally indeterminate "A fertilized human egg is a per­
son." In effect, one sets up meaning postulates that replace an intuitive 
judgment with a deductive one. Of course, two can play that game, and the 
opposing sides typically set up their own definitions to make things come out 
the way they want. (It gets dangerous when one side can stipulate its defini­
tion as law.) But all of this pseudodeductive maneuvering never really re­
solves the original question. Usually it only serves to divert attention from the 
motives that lead the disputants to want the outcome one way or the other. 

4. The contrast also appears in the distinction between the "spirit" and the 
"letter" of the law, where the latter is commonly acknowledged to under­
specify or even misrepresent the former; one relies on intuitions about the 
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categorization of precedents to justify an interpretation of the written law's 
stipulative definition . 

5. Katz (1966) makes essentially the same reduction that I do here, though it 
emerges formally in terms of inclusion of semantic markers. One of the vir­
tues of Katz's theory is this formal unification of a diverse set of semantic 
properties, and any semantic theory must relate them along similar lines. 
However, since Katz's theory of semantic markers will be shown inadequate 
in chapter 7, I have stated the argument here informally in terms of intu­
itions about GCSs. 

6. I distinguish "nontrue" from "false" so as to include anomaly in the 
former; my use of "nontrue" is thus equivalent to Russell's (1905) use of 
"false" when he says that "The present king of France is bald" is false. 

7. Katz's (1980) defense, for example, is insupportable; see Jackendoff 
(1981). Gazdar (1979, 164- 168) observes that while he, along with most logi­
cians, assumes an autonomous truth-conditional semantics, one can cite some 
rather convincing evidence against it. Moreover, Gazdar's notion of prag­
matics is more limited than mine. 

Chapter 7 

1. Note that the "expert" need not be expert. A jury is a panel of non experts 
appointed to make a categorization judgment of an #event# as, say, #in­
stance of murder#. Similarly, a baseball umpire's judgments stipulate the cat­
egorization of # events# as #balls# or #strikes# - whether or not his judg­
ment is borne out by the instant replay. Such examples seem to me to show 
that Putnam's division of linguistic labor is not a matter of semantics, but a 
matter of whom you choose to trust with what decisions, and why. 

2. Accordingly, d istinguishers disappeared from Katz's analyses by Katz 
( 1966). Fodor, on the other hand, came to question the enterprise of decom­
position altogether, as we will see in section 7.5. 

3. In fact, Mervis and Roth (1981) argue that fuzzy set theory does not pro­
vide an adequate account of the observations, even in so elementary a domain 
as color terms. 

Note 5 to chapter 8 will suggest how Lakoff's uses of fuzzy sets for "hedge" 
terms can be accommodated in the present theory. 

4. Katz ( 1977) purports specifically to address Labov's cup-bowl case. He 
claims that one of Labov's factors, having a handle (which we address in sec­
tion 8.3), is encyclopedia information and hence nonsemantic. However, he 
deals with the height-width ratio by specifying a semantic marker "height 
about equal to top diameter," and it is precisely the interpretation of "about 
equal" that gives rise to the gradation of judgments we are concerned with 
here. Since Katz proposes this marker without comment, I cannot evalu­
ate the degree to which he appreciates the significance of this implicit 
concession. 

5. I cannot resist quoting Wittgenstein (1953, 44): 
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We are under the illusion that what is peculiar, profound, essential, in our 
investigation, resides in its trying to grasp the incomparable essence of lan­
guage. That is, the order existing between the concepts of proposition, word, 
proof, truth, experience, and so on .... Whereas, of course, if the words 
"language," "experience," "world," have a use, it must be as humble a one as 
that of the words "table," "lamp," "door." 

Katz's attack on Quine's premises again appeals to the distinction between 
dictionary and encyclopedia information. He claims that analyticity can be 
defined precisely , in terms of inclusion of semantic (dictionary) markers in 
lexical entries, whereas encyclopedia information is synthetic. Katz's crite­
rion for an attribute to be a semantic marker is that semantic properties of 
the lexical item depend on it. However, since all the semantic properties are 
interdependent (as Katz himself works out- see section 6.3), Katz begs the 
question. See Bar-Hillel ( 1970, chapters 15 and 31) for further discussion of 
Katz's views on analyticity. 

6. Armstrong, Gleitman, and Gleitman (AGG) (1983) present evidence that 
has been widely interpreted as vitiating Rosch's arguments for family re­
semblance ("cluster") ·concepts. They show that certain of Rosch's typicality 
effects appear even with concepts like "even number" and "female" that 
should be absolutely categorical: subjects judge 18 and 42 more typical even 
numbers than 34 and 106, and mothers and sisters more typical females than 
comediennes and cowgirls. Moreover, verification times for "better" exem­
plars are faster than for "poorer" exemplars, just as with Rosch's alleged 
cluster, categories such as "fruit" and "vehicle." The conclusion that AGG 
draw is that category exemplariness is not psychologically equivalent to cate­
gory membership, as has generally been assumed. Hence experimental 
results that bear on exemplariness reveal nothing about the mental rep­
resentation of category membership. 

The treatment of categorization in the present study is, I believe, immune 
to AGG's objection to Rosch. The crucial issue here has not been gradation of 
typicality, but the gradation of uncertain category judgments, which involves 
a narrower class of cases. For instance, "even number," while subject to typi­
cality effects, does not produce uncertain judgments. By contrast, "fruit" not 
only has gradations in typicality, from cases like "apple" (most typical) to 
cases like "fig" (less typical) , but also has uncertain cases like "tomato," which 
is conflicted between "fruit" and "vegetable" (would a tomato go in a fruit 
bowl?). Even "female," which AGG treat as well defined, has its uncertain 
cases. To be sure, "comedienne" unquestionably is a subcategory of "female," 
though an atypical exemplar. But "transsexual" presents real conflicts of 
judgment, which may be resolved differently depending on one's purpose: 
apparently, transsexuals count as females for legal marriage, but not for 
competition on the women's professional tennis circuit. It is this narrower 
class of cases, those that produce uncertain or conflicted judgments, that is 
crucial to the argument against necessary and sufficient conditions for cate­
gory membership. The value of AGG's results, therefore, is in showing the 
importance of distinguishing this class of cases from the wider class of atypi-
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cal exemplars. That is, the argument against necessary and sufficient condi­
tions must be pursued more carefully than it often has been in the literature. 

One further remark on AGG's analysis. They observe that a theory of 
cluster concepts makes the process of semantic composition far more dif­
ficult computationally: how is one to construe the combination of the two 
cluster concepts "foolish" and "bird" into a single cluster concept "foolish 
bird"? They take this complexity as reason to avoid a theory of cluster con­
cepts if at all possible. While this observation is methodologically sound, it 
lacks empirical force . The formidable problems of semantic composition in a 
cluster theory in no way diminish the weight of evidence against necessary 
and sufficient conditions. Rather, this just seems to be one of those times 
when the theorist has to bite the bullet. 

7. As I have encountered no explicit discussion of network theory in relation 
to the general issues raised here, I rely on Fodor's treatment, especially 
Fodor (1975). Nonetheless, the arguments apply equally to network theory. 

8. I should also discuss the experiments of Fodor, Garrett, Walker, and 
Parkes ( 1980) very briefly. Sensitive to criticisms that the earlier experiments 
involved chronometric measurements exclusively, they attempt to find a 
nonchronometric test for semantic decomposition, and claim to have found 
one in Levelt's (1970) test of intuitive "relatedness" among pairs of lexical 
items in a sentence. They find that there is no difference between the re­
latedness of items in the causative "John killed Mary" and of those in the 
(probably) noncausative "John bit Mary," while a variety of other pairs of 
constructions do show differences. However, as they themselves point out, 
four of the six pairs of constructions they test have differences in underlying 
grammatical relations, whereas this is not the case in the causative-noncausa­
tive pair (assuming the sort of interpretive semantic theory we are maintain­
ing here). Thus it could be the case that Levelt's test is sensitive to underlying 
grammatical relations rather than semantic decomposition. The remaining 
two control cases are designed to eliminate this possibility. These both in­
volve constructions that disturb referentiality-negation and intensional 
verbs such as "want" -and Fodor et al. test these only in a forced-choice 
paradigm. Such cases, however, like the other cases of negation, involve the 
interaction of scopes and therefore are not, strictly speaking, comparable 
with cases such as causatives, which involve only item-internal composition. 
Since no argument is given that such cases ought to be comparable, I think it is 
safe to treat the results of these experiments as interesting in general but not 
necessarily pertinent to the point they are intended to prove. 

Chapter 8 

1. Needless to say, these organizations are projected on the presented field . 
To avoid unnecessary typographical clutter, I will for the time being ignore 
the need for## in the metalanguage, trusting the reader to keep track of the 
necessary distinctions. 

2. As a hint toward the argument there, notice that we use words such as 
"distance" and "spacing" to speak of either spatial or temporal relations. If 
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this is not to be attributed to sheer coincidence, we must claim that spatial 
and temporal organization are encoded in conceptual structure in similar 
terms. Lashley (1951) argues persuasively that this should not be surprising, 
since a temporal pattern, to be stored in its entirety, must somehow be stored 
spatially in the brain (think of memory for songs, for example). 

3. Despite the apparently perceptual character of many of these conditions, 
they must be stated over conceptual structure, according to the arguments of 
the previous section. Thus they are at the appropriate level to appear in a 
word meaning. 

4. As Rosch and Mervis (1975) point out, this account of family resemblances 
helps account for some experimental results in which subjects had to learn an 
artificial category. When the exemplars presented had characteristics over­
lapping in a family resemblance pattern, subjects often mistakenly remem­
bered seeing stereotypical items that were not actually presented. Assuming 
that subjects are trying to maximize normality (see the next section), this 
outcome is not surprising. 

5. The measure of stability thus can play the role that Lakoff (1972) assigns 
to degree of fuzzy set membership in discussing the meaning of "hedge" 
terms. Something that is judged "rather large," for example, is judged large, 
but with an analysis at the outer limits of stability; a penguin is judged "sort of 
a bird" because it fails many of the typicality conditions for "bird" and thus 
receives a relatively unstable analysis. 

6. This approach makes the interesting claim that among auditory concepts, 
"flute-sound" would be a basic concept, since one can form a unitary image, 
but "song" would not be, since the preference rules for musical structure do 
not converge on a unified stereotype. Perhaps auditory images merit investi­
gation along these lines. My own intuitions in such cases are much less secure 
than in Rosch's visual examples. 

7. The analysis to follow was suggested in part by the treatment of "see" in 
Miller and Johnson-Laird (1976, 583ff.). Another such case is the verb "lie" 
("tell a lie"), discussed in Coleman and Kay (1981). 

8. Actually, the framework of section 9.2 will suggest that "seeb" is a verb of 
extent. This may help defuse some of VanDevelde's criticisms of Gruber, but 
it is immaterial to the present argument. 

Chapter 9 

1. This chapter and the next present a revised version of material originally 
published in Jackendoff (1976, 19776, 1978). 

2. The three readings of "between" illustrate the possibility of embedding 
expansion (9.13a) within (9.12). One reading of "John ran between the 
houses" involves the path expressed by "from one house to the other." "John 
is between the houses" locates John at a place on this path. Finally, another 
reading of"John ran between the houses" involves John traveling, say, from 
the front to the back, passing through the space between the houses, i.e., 
along the path in (i). 
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(i) [Path VIA([Piace ON([Path FROM ONE HOUSE TO THE OTHER])])] 

(I am indebted to Janice Broder for this observation.) 

3. There is a slight hint (p. 225) that Schank intends to treat the distinction 
between bounded paths and directions by means of an operator ''tr'', but the 
hint is nowhere followed up. 

4. This use of"theme" is not to be confused with Halliday's (1967) use of the 
term to stand roughly for topic. The topic-comment distinction (Halliday's 
theme-rheme) is orthogonal to the thematic structure discussed here, and 
also to the subject-predicate distinction. For discussion, see Jackendoff 
(1972, chapter 6). 

5. It has sometimes been suggested that the inventory of event-functions 
could be simplified by decomposing ST A Y as NOT GO FROM, yielding (i) in 
the present notation .' 

(i) [Event NOT GO ([Thing x], [Path FROM ([Place y])])] 

While not implausible, this analysis leads to certain technical problems in the 
correspondence rules for prepositions. Given that there is no lexical gener­
alization that this reduction captures, I will retain the notation (9.23). The 
interested reader is invited to substitute (i) throughout the exposition, and 
see how well it works. 

6. Whether rule (9.42) is applicable to cases other than pseudocleft con­
structions like (9.37) depends in part on one's syntactic treatment of sen­
tences like "We saw the moon rise over the mountain" and "Max tried to eat." 
If the surface VPs "rise over the mountain" and "eat" have underlying (or 
PRO) subjects, as in Chomsky's treatments over the years, the rule is unnec­
essary. On the other hand, Bresnan's (1978, 1982) and Brame's (1978) theo­
ries sanction underlying bare VPs not dominated by S, and rule (9.42) plus 
various principles of control would account for the interpretation of these 
examples. 

7. This is the analysis proposed in Jackendoff ( 1976). It entails that the will­
ful reading of (9.43b) be [CAUSE (UOHN], [GO (UOHN], [DOWN THE 
HILL])])], i.e., "John rolled himself down the hill." But this claims that in­
transitive "roll" and a host of other such verbs are lexically ambiguous, a 
conclusion avoided in the present analysis. 

8. The semantic analysis of[EVENTS] and [ACTOR]-[ACTION) pairs helps 
differentiate various syntactic and semantic classes of adverbs described in 
Jackendoff (1972, chapter 3). Manner adverbs, which appear in VP, are 
modifiers of [ACTIONS]; WILLFUL is just one case of such a modifier. 
Subject-oriented adverbs are attached to S and refer to some property of the 
[ACTOR], as in "Slowly John counted the beans." Neutral and speaker-oriented 
adverbs, such as "fortunately" and "frankly," are also attached to S but are 
modifiers of the whole [EVENT] or [ST ATE]. This treatment meets Fodor's 
( 1972) objection to Davidson's (1967a) analysis of manner adverbs, in that 
their semantic structure is clearly distinguished from that of sentential 
adverbs. 
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This proposal also helps to explain some disputes in syntactic theory about 
whether S or VP is the major phrasal category corresponding to the lexical 
category V. The claim made here is that S is indeed the major phrasal cate­
gory. However, VP alone among nonmajor phrasal categories may corre­
spond to a conceptual constituent. By virtue of this, VP acquires certain 
distributional properties otherwise restricted to major phrasal categories: it 
may be used referentially; it may be the antecedent of appositives; it may be 
strictly subcategorized. The viability of this explanation rests on the claim 
that the VPs with these special properties all express [ACTIONS]. My im­
pression is that on the whole this is indeed the case. Should it prove false, one 
might want to introduce other conceptual constituents such as [PREDI­
CATE] to correspond to other sorts of VP, as suggested by Williams ( 1980). I 
leave the question open. 

9. In present terminology we do not want to call "the room" a goal, since a 
goal is the end of a path rather than a thing. So for precision I deviate from 
common usage, including my own usage in earlier work. 

10. For cognoscenti, I should point out that there are some interesting po­
tential counterexamples to the Lexical Variable Principle (L VP), falling into 
three classes exemplified by (i)-(iii). 

(i) Mary is easy to please. 
(ii) John is handsome to look at. 
(iii) We chose Bill to pick on. 

"Easy," "handsome," and "choose" all require infinitival complements that 
lack one internal NP, superficially violating the LVP. Standard generative 
analyses have always filled this NP position in underlying structure with ei­
ther lexical material or an anaphoric expression, then moved or deleted this 
material. (See for instance Lasnik and Fiengo (1974) and references there; 
also Chomsky (1977, especially pp. 102-108).) In effect, these analyses have 
assumed the L VP, then accounted for the surface deviance by means of 
transformational processes or requirements on variable binding. So far as I 
know, no one has explored the possibility that these predicates simply re­
quire semantically incomplete arguments, in violation of the L VP (though 
such an analysis might be fairly natural in a framework like that of Brame 
(1978) or Gazdar (1981), for instance). The problem in any case would be to 
appropriately constrain the possible violations of the LVP so as to produce 
only these cases. One important difference betwe'en these and the examples 
in the text is that the missing NP appears elsewhere in the sentence, rather 
than being lexicalized within the verb as in "bread" and "trentertain"; this 
might be a crucial consideration. 

Chapter 10 

1. A third conceptualization of time appears in the tense and aspect system of 
language, a system grammatically quite different from those we have been 
investigating in this chapter. As Talmy ( 1978) points out, it is also semanti­
cally different, in that it cannot be metricized: whenever one wishes to speak 
of absolute location or duration in time, one cannot use the tense-aspect sys-
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tern but must resort to the thematic system defined by (10.3). Thus it is un­
clear whether the semantics of tense and aspect should fall under the 
Thematic Relations Hypothesis, Anderson's (1971) attempt notwithstanding. 
For an analysis of tense and aspect in tune with the goals of the present work, 
see Woisetschlaeger (1976). 

2. "Melt" must specify its beginning-state as well as its end-state, since a gas 
becomes a liquid by condensing, not by melting. As Dick Carter has pointed 
out (personal communication), the verbs expressing change between solid, 
liquid, and gaseous states are extremely unusual in having to specify a begin­
ning state; there are not special verbs, for example, meaning "change from 
yellow to red," "change from green to red," and the like. 

There appear to be few inchoative verbs in English derived from nouns, 
such as a verb "endoctor" meaning "make someone into a doctor." The only 
examples I have found are "knight" and "enslave." I do not know whether 
this gap is accidental or systematic. 

As a bit of evidence for the interchangeability of [TYPES] and [PROPER­
TIES] as identificational reference objects, notice that there are a few col­
loquial nouns in English that can be used only in predicate nominal position: 
for instance , "a drag," "a gas," "a bummer." We can say "Bill, who is a drag, 
walked in," but not *"A drag walked in ." In present terms, we can account for 
these exceptional nouns by claiming that they express [PROPERTIES] rather 
than [THINGS]. Thus they can occur only in positions both where NPs are 
syntactically possible (i.e., not as prenominal modifiers) and where [PROP­
ERTIES] are semantically appropriate. Such a confluence occurs only in 
predicate nominal position. These nouns can only have developed because 
of the close relationship between [TYPES] and [PROPERTIES] · in this 
position. 

Maling (1982) points out that there are also idiomatic PPs that express 
[PROPERTIES]: for instance, "out of shape," "out of his mind,': "in good 
health." 

3. This analysis supports Hankamer's (1973) claim that the simplex com­
parative "John is taller than Bill" is not derived by reduction from the com­
parative with a sentential complement "John is taller than Bill is"; the theory 
provides different semantic representations for the two constructions. The 
former represents the expansion of (9.16a) with a reference [THING] as 
argument of FROM and parallels the spatial phrase "two miles down the 
road from Bill." The latter represents the expansion with a reference 
[PLACE], parallel to "two miles down the road from where Bill is." The syn­
tactic similarities between "than Bill is" and "where Bill is" are well docu­
mented (Chomsky (1977)) and support the semantics. 

4. In fact, it might be reasonable to regard the reference object as an [AC­
TION] or a [PREDICATE] rather than an [EVENT] or a [STATE] , since its 
formal structure corresponds precisely to the former. I leave the question 
open. 
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5. See Jackendoff (1976, sections 4.1 and 4.5) for more detailed discussion 
of the inferences and invited inferences of CAUSE and LET. In present 
terms, an invited inference is the result of a preference rule (see sections 
8.4 - 5). 

6. Admittedly, a number of the thematic analyses in Jackendoff (1972) are 
not as strongly justified as they might be. It was an effort to strengthen these 
analyses that led me to the work presented here, which has still not reached 
the stage of being able to formally express all the necessary predicates. On 
the other hand, I know of no alternative accounts for these facts within the 
framework of the extended standard theory. 

It is interesting that minimal pairs involving "regard" and "strike" serve as 
Chomsky's (1980, 17-18) motivation for positing structure-building rules in 
logical form, which seem rather makeshift within his system. In Chomsky 
(1981), a different explanation is proposed in terms of"small clauses," which 
present their own syntactic problems. The account of ( 10.35) in terms of 
thematic relations suggests a parallel account for the related phenomena that 
Chomsky is concerned with, since the structural distinctions he desires are 
present in thematic structure in any event. 

7. Actually, the story is somewhat more complicated. In an interesting dis­
cussion of this phenomenon, Oehrle (to appear) presents some further cases. 
For example, (ia) can be interpreted as (ib), (ic), or (id). 

(i) a. The dancer gave the director a kick. 
b. The dancer kicked the director. 
c. The dancer let the director take a kick. 
d. The dancer performed a kick for the director. 

The (ib) interpretation treats "kick" as a two-place function, whose places are 
filled by NPs in the main clause according to the same matching of thematic 
relations exhibited in (10.36). But in the other two interpretations, "kick" is 
treated as a one-place function, and either NP in the main clause can serve as 
its argument. Thus, only when the number of NPs matches in main and sub­
ordinate functions are the thematic relations called into play. However, no­
tice that (iia) also has three interpretations, corresponding to those of (ia) but 
with the roles of "the dancer" and "the director" reversed. 

(ii) a . The dancer got a kick from the director. 
b. The director kicked the dancer. 
c. The director let the dancer take a kick. 
d. The director performed a kick for the dancer. 

This shows that, whatever else is going on, the switch of source and goal 
when we change from "give" to "get from" is playing a part in the interpreta­
tion of these examples. 

Hust and Brame ( 1976) present a counterexample that has been widely 
cited (for instance by Chomsky (1981)) as refuting my claim (Jackendoff 
(1972, section 5.11)) that lexically induced control is mediated through 
thematic relations. This is the case of "promise," which I analyzed as specify­
ing that its Source (which normally falls in subject position) controls the com­
plement subject, as in (iii). 
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(iii) Bill promised Harry to leave. 

My analysis predicts, incorrectly, that (iv) will be acceptable and synonymous 
with (iii), and that (v) will be interpreted as Bill, not Harry, being allowed to 
leave. 

(iv) *Harry was promised by Bill to leave. 
(v) Harry was promised (by Bill) to be allowed to leave. 

While I cannot propose a definitive solution here, I should point out that the 
facts are extremely curious, in that the range of acceptable complements in 
(v) is restricted to passives of verbs such as "allow" and "permit." To my 
knowledge, no one has explained this restriction. However, rather similar 
though less restricted behavior appears with verbs of communication such as 
"beg," "ask," "tell," and "scream," suggesting the possibility of an analysis of 
"promise" along related lines. These verbs are discussed in Jackendoff ( 1972, 
section 5.12), immediately following the discussion of "promise," and it is 
odd that Hust and Brame do not notice the similarity. They also do not take 
notice of Jackendoff (1974), which discusses examples like ( 10.36) involving 
thematic relations and control, and which was in print before the cited date 
of submission of their review . 

Chapter 11 

1. This chapter is largely a recasting of material in J ackendoff ( 197 5b, 1980). 

2. Partee is hesitant about ascribing beliefs to dogs, but in fact we do so 
routinely and nonmetaphorically. Her hesitation most likely comes from the 
reluctance of traditional philosophical treatments of belief to come to terms 
with such examples. 

3. Postal claims that this sentence is (subtly) ambiguous, as the scope theory 
would predict. I suspect that the ambiguity, if it exists, is a referential­
attributive ambiguity (see note 9 to chapter 5), which is available even in main 
clauses. This distinction is not the same as transparent-opaque, though they 
are linked: an opaque description must be attributive, but a transparent de­
scription may be either attributive or referential (I think). 

4. We encountered a similar conclusion with respect to the interpretation of 
subcategorized NPs in section 5.3. See especially note 11. 

5. Postal (1974) argues against "assertor" theories of belief-contexts- essen­
tially theories that incorporate what is called here the Opacity Principle-on 
the grounds that "imply" produces ambiguities similar to belief-contexts and 
involves no one other than the speaker to whom a description could be at­
tributed. I now think that I was wrong to accept his argument in Jackendoff 
(1975b): it is precisely the fact that "imply" cannot attribute a description to 
someone else that accounts for its not producing transparent-opaque am­
biguities. The ambiguity Postal discusses is probably referential-attributive, 
like that of "prevent" (see note 3). 

6. Church is criticizing the theory in the original edition of Carnap (1956), 
dating from 194 7. In the 1956 edition, Carnap adds an appendix replying to 
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Church, in which he retreats from the behaviorist interpretation to a much · 
less explicit position. 

7. I have hardly done justice here to a vast and complex literature. Yet I find 
it remarkable that no one author seems to pay attention to the whole con­
stellation of phenomena characteristic of belief-contexts. Logicians tend to 
be concerned with quantification and inference, while linguists tend to be 
concerned with ambiguity. I know of no study of the complex interaction of 
the transparent-opaque, specific-nonspecific, and referential-attributive dis­
tinctions (with the exception of Janet D. Fodor (1970)). Indeed, these three 
phenomena are often erroneously conflated (for example, see my comments 
on Abbott (1979) in Jackendoff (1980)). Failing to recognize ambiguity, peo­
ple sometimes "refute" arguments concerning opaque readings on the basis 
of evidence from transparent readings (I think this is true of Katz's (1972) 
reply to Mates, for instance). All of this makes perspicuous and brief com­
mentary on the literature virtually impossible, and I beg the reader's 
indulgence. 

8. The generalization between #pictures# and #beliefs# is hinted at by 
Kaplan (1969) in his discussion of "vividness." My theory of #representa­
tion# owes a great deal to Goodman (1968), particularly in the relativization 
of representation to the medium of imagery. Wittgenstein ( 1953) and Fodor 
(1975) also make suggestive remarks on these matters. 

9. A nonhypothetical instance of this situation is the Magritte painting of a 
pipe above the inscription "Ceci n'est pas une pipe," which derives its wit 
from the conflict of these two rules, as well as from a further ambiguity: is the 
inscription a #Real-inscription# or an #Image-inscription#? 

10. Fauconnier (1979) points out that "In reality" can be used as a converse 
of "In that picture," to designate unambiguously that a non-image reading is 
intended. 

11. To handle multiple embeddings, TR needs to be bound in some fashion 
to the particular occurrence of REP that it "undoes." The treatment is fairly 
obvious and I omit it here. 

12. The REP-TR formalism appears to generalize readily to all the phenom­
ena treated under the theory of "modal structure" of Jackendoff (1972, 
chapter 7; 19756). This theory, proposed as an alternative to standard 
quantificational logic, accounts for the properties and interactions of all 
manner of scope phenomena, including nonspecificity, possibility, quanti­
fication, negation, and wk-questions, as well as opacity. It also may apply to 
the wider range of referential phenomena studied in Fauconnier (1979); 
each REP operator sets up a "mental space" in Fauconnier's sense, and TR 
would return reference to the previous space of discourse. The REP-TR 
formalism is a distinct improvement on the notation devised in Jackendoff 
( 1972); the semantic effect is the same, but achieved with a much simpler 
representation. 
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